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Third Order Mock Theta Functions: Elementary Identities

1.1 Introduction

To be written.

1.2 Basic Theorems

For the convenience of readers, we reproduce two theorems from [18, p. 6, Theorem 1.2.1; p. 7, Theorem 1.2.2].

Theorem 1.2.1. If $h$ is a positive integer, then, for $|t|, |b| < 1$,

$$\sum_{m=0}^{\infty} \frac{(a;q^h)_m(b;q)_{hm}}{(q^h;q^h)_m(c;q)_{hm}} t^m = \frac{(b;q)_\infty(at;q^h)_\infty}{(c;q)_\infty(t;q^h)_\infty} \sum_{m=0}^{\infty} \frac{(c/b;q)_m(t;q^h)_m}{(q;q)_m(at;q^h)_m} b^m. \quad (1.2.1)$$

Theorem 1.2.2. For $|t|, |b| < 1$,

$$\sum_{n=0}^{\infty} \frac{(a;q^2)_n(b;q)_n}{(q^2;q^2)_n(c;q)_n} t^n = \frac{(b;q)_\infty(at;q^2)_\infty}{(c;q)_\infty(t;q^2)_\infty} \sum_{n=0}^{\infty} \frac{(c/b;q)_{2n}(t;q^2)_n}{(q;q)_{2n}(at;q^2)_n} b^{2n} \quad (1.2.2)$$

$$+ \frac{(b;q)_\infty(atq;q^2)_\infty}{(c;q)_\infty(tq;q^2)_\infty} \sum_{n=0}^{\infty} \frac{(c/b;q)_{2n+1}(tq;q^2)_n}{(q;q)_{2n+1}(atq;q^2)_n} b^{2n+1}.$$  

In [6], purely elementary identities were derived which implied many of the results in Ramanujan’s last letter to Hardy. We shall prove limiting versions of Theorems 1 and 2 of [6].

Theorem 1.2.3. For $b, c \in \mathbb{C}$, $b \neq 0$,  
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\[ \sum_{n=0}^{\infty} \frac{(b; q)_n (-1)^n (c/b)^n q^{n^2}}{(q^2; q^2)_n (c; q)_n} = \frac{(cq/b; q^2)_\infty (cb; q^2)_\infty}{(c; q)_\infty (q; q^2)_\infty (-b; q)_\infty} \sum_{n=0}^{\infty} \frac{(b^2; q^2)_n (-1)^n q^{n^2}}{(q^2; q^2)_n (cb; q^2)_n} + \frac{b(c/b; q^2)_\infty (cbq; q^2)_\infty}{(c; q)_\infty (q; q^2)_\infty (-b; q)_\infty} \sum_{n=0}^{\infty} \frac{(b^2; q^2)_n (-1)^n q^{n^2+2n}}{(q^2; q^2)_n (cbq; q^2)_n}. \]

**Proof.** In Theorem 1.2.2, replace \( a \) by \( cq/(bt) \) and let \( t \to 0 \). This yields

\[ \sum_{n=0}^{\infty} \frac{(b; q)_n (-1)^n (c/b)^n q^{n^2}}{(q^2; q^2)_n (c; q)_n} = \frac{(b; q)_\infty (cq/b; q^2)_\infty}{(c; q)_\infty} \sum_{n=0}^{\infty} \frac{(c/b; q)_{2n+1} b^{2n+1}}{(q; q)_{2n+1} (cq/b; q^2)_n} + \frac{(b; q)_\infty (cq/b; q^2)_\infty}{(c; q)_\infty} \sum_{n=0}^{\infty} \frac{(c/b; q^2)_n b^{2n}}{(q^2; q^2)_n (q; q^2)_n} + \frac{b(b; q)_\infty (c/b; q^2)_\infty}{(1-q)(c; q)_\infty} \sum_{n=0}^{\infty} \frac{(cq/b; q^2)_n b^{2n}}{(q^2; q^2)_n (q^4; q^2)_n} = \frac{(b; q)_\infty (cq/b; q^2)_\infty}{(c; q)_\infty} \frac{(cbq; q^2)_\infty}{(q^4; q^2)_\infty (b^2; q^2)_\infty} \sum_{n=0}^{\infty} \frac{(b^2; q^2)_n (-1)^n q^{n^2}}{(q^2; q^2)_n (cbq; q^2)_n}, \]

where the last equality follows by two applications of Theorem 1.2.1 with \( h = 1 \), \( b = 0 \), \( t = b^2 \), and \( q \) replaced by \( q^2 \). In the first application, \( a \) is replaced by \( c/b \) and \( c = q \); in the second, \( a \) is replaced by \( cq/b \) and \( c = q^3 \). Simplifying the last equality now yields the desired result. \( \square \)

**Theorem 1.2.4.** For \( b, c \in \mathbb{C}, b \neq 0 \),

\[ \sum_{n=0}^{\infty} \frac{(b; q)_n q^{n(n+1)/2}}{(q; q)_n (c; q)_n} = \frac{(bg; q^2)_\infty (-q; q)_\infty (c^2/b; q^2)_\infty}{(c; q)_\infty (-c/b; q)_\infty} \sum_{n=0}^{\infty} \frac{(b; q^2)_n (c/b)^{2n} q^{2n^2-n}}{(q; q)_{2n} (c^2/b; q^2)_n} + \frac{(b; q^2)_\infty (-q; q)_\infty (b^2q/b; q^2)_\infty}{(c; q)_\infty (-c/b; q)_\infty} \sum_{n=0}^{\infty} \frac{(b^2; q^2)_n (c/b)^{2n+1} q^{2n^2+n}}{(q; q)_{2n+1} (c^2q/b; q^2)_n}. \]

**Proof.** In Theorem 1.2.1, set \( h = 1 \), replace \( a \) by \(-q/t\), and let \( t \to 0 \). Hence,
1.3 The Third Order Identities

First recall the definition and product representation for Ramanujan’s theta function $\varphi(q)$, namely [18, p. 17, equation (1.4.3)], [23, pp. 36, 37; Entry 22(i), equation (22.4)]

$$\varphi(-q) := \sum_{n=-\infty}^{\infty} (-1)^n q^n = \frac{(q; q)_\infty}{(-q; q)_\infty}.$$  \hfill (1.3.1)

In his last letter to Hardy [118, p. 354], [28, p. 222], Ramanujan offered the following identity relating three third order mock theta functions, defined by

$$f_3(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q; q)_n^n},$$  \hfill (1.3.2)

$$\phi_3(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q^2; q^2)_n^n},$$  \hfill (1.3.3)

$$\psi_3(q) := \sum_{n=1}^{\infty} \frac{q^{n^2}}{(q; q^2)_n^n}.$$  \hfill (1.3.4)

**Entry 1.3.1 (p. 31, 2nd and 3rd equations).** With $\varphi(q)$, $f_3(q)$, $\phi_3(q)$, and $\psi_3(q)$ as defined above,

$$2\phi_3(-q) - f_3(q) = f_3(q) + 4\psi_3(-q) = \frac{\varphi^2(-q)}{(q; q)_\infty}.$$  \hfill (1.3.5)

**Proof.** In Theorem 1.2.3, set $b = q$ and $c = -q$. Using Euler’s theorem and replacing $n$ by $n - 1$ in the second series on the right-hand side in Theorem 1.2.3, we find that
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\[ f_3(q) = \phi_3(-q) - 2\psi_3(-q). \]  \hspace{1cm} (1.3.6)

Next, in Theorem 1.2.3, set \( b = -q \) and \( c = q \) to deduce that

\[ \sum_{n=0}^{\infty} \frac{q^{n^2}}{(q; q)_n^2} = \frac{1}{\varphi^2(-q)} \{ \phi_3(-q) + 2\psi_3(-q) \}. \]  \hspace{1cm} (1.3.7)

Once we recall that [8, p. 21, equation (2.2.9)]

\[ \sum_{n=0}^{\infty} q^n \frac{n(n+1)}{2} \frac{(q; q)_n}{(q; q)_{n+1}} = q^{1/2} \frac{\psi(q; q^2)_\infty}{(q; q^2)_\infty}. \]  \hspace{1cm} (1.3.8)

we see that (1.3.5) follows directly from (1.3.6) and (1.3.7).

The next entry involves two further third order mock theta functions

\[ \rho_3(q) := \sum_{n=0}^{\infty} \prod_{j=0}^{n} \frac{q^{2(n+1)}}{1 + q^{2j+1} + q^{4j+2}} \]  \hspace{1cm} (1.3.9)

and

\[ \omega_3(q) := \sum_{n=0}^{\infty} \frac{q^{2n(n+1)}}{(q; q^2)_{n+1}^2}. \]  \hspace{1cm} (1.3.10)

Also recall Ramanujan’s theta function \( \psi(q) \) and its product representation given by [18, p. 17, equation (1.4.10)], [23, p. 36, Entry 22(ii)]

\[ \psi(q) := \sum_{n=0}^{\infty} q^{n(n+1)/2} = \frac{(q^2; q^2)_{\infty}}{(q; q^2)_{\infty}}. \]  \hspace{1cm} (1.3.11)

Entry 1.3.2 (p. 15, top equation). With \( \rho_3(q), \omega_3(q), \) and \( \psi(q) \) defined above,

\[ q^{1/2} \left\{ \frac{2}{3} \rho_3(-q) + \frac{1}{3} \omega_3(-q) \right\} = q^{1/2} \frac{\psi^2(-q)}{(q^2; q^2)_{\infty}}. \]  \hspace{1cm} (1.3.12)

G.N. Watson proved this result in [133, p. 63]; however, he states, “Rather strangely (particularly in view of his having discovered both sets of functions of order 5) he [Ramanujan] seems to have overlooked the existence of the set of functions which I call \( \omega(q), \nu(q), \rho(q) \).” This strongly indicates that Watson either did not possess or had totally ignored the Lost Notebook [120] in 1935 when he wrote [133].

Proof. We follow Watson [133]. Employing [17, p. 263, equation (12.2.5)], namely,

\[ \frac{1}{(q)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(n+1)/2}}{1 - cq^{n+1/2}} = \sum_{n=0}^{\infty} \frac{q^{n^2+n}}{(cq^{1/2})_{n+1}(q^{1/2}/c)_{n+1}}, \]  \hspace{1cm} (1.3.13)
with $q$ replaced by $q^2$ and $c = 1$, we find that

$$\omega_3(q) = \frac{1}{(q^2; q^2)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(n+1)}}{1 - q^{2n+1}} = \frac{1}{(q^2; q^2)_{\infty}} \sum_{n=0}^{\infty} \frac{(-1)^n q^{3n(n+1)}(1 + q^{2n+1})}{1 - q^{2n+1}}. \tag{1.3.14}$$

Next, apply (1.3.13) with $q$ replaced by $q^2$ and $c = e^{2\pi i/3}$ to deduce that

$$\rho_3(q) = \frac{1}{(q^2; q^2)_{\infty}} \sum_{n=0}^{\infty} \frac{(-1)^n q^{3n(n+1)}(1 - q^{4n+2})}{(1 - e^{2\pi i/3}q^{2n+1})(1 - e^{-2\pi i/3}q^{2n+1})}. \tag{1.3.15}$$

Hence, combining (1.3.14) and (1.3.15) term by term, we find that

$$2\rho_3(q) + \omega_3(q) = 3 \left( q^6; q^6 \right)_{\infty} \sum_{n=0}^{\infty} \frac{(-1)^n q^{3n(n+1)}(1 + q^{6n+3})}{1 - q^{6n+3}} = \frac{3}{(q^2; q^2)_{\infty} (q^6; q^6)_{\infty}} = 3 \frac{\psi^2(q^3)}{(q^2; q^2)_{\infty}}, \tag{1.3.16}$$

where we have used [17, p. 264, equation (12.2.9)], i.e.,

$$\sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{1 - cq^n} = \frac{(q)_{\infty}^2}{(c)_{\infty} (q/c)_{\infty}}, \tag{1.3.17}$$

with $q$ replaced by $q^6$ and $c = q^3$, and where we also invoked (1.3.11). This last identity is equivalent to (1.3.12), and so the proof is complete. \qed

The next entry involves another third order mock theta function

$$\chi_3(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{\prod_{j=1}^{n} (1 - q^j + q^{2j})}. \tag{1.3.18}$$

**Entry 1.3.3 (p. 15, 2nd equation).** If $f_3(q)$ is defined by (1.3.2), $\varphi(-q)$ is given by (1.3.1), and $\chi_3(q)$ is given by (1.3.18), then

$$\chi_3(q) = \frac{1}{4} f_3(q) + \frac{3}{4} \frac{\varphi^2(-q^3)}{(q; q)_{\infty}}. \tag{1.3.19}$$

**Proof.** We begin by employing [17, p. 263, equation (12.2.3)], i.e.,

$$\frac{1}{(q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{1 - cq^n} = \sum_{n=0}^{\infty} \frac{q^{n^2}}{(c)_{n+1} (q/c)_{n}}. \tag{1.3.20}$$

twice, first with $c = e^{\pi i/3}$ to find that
\( \chi_3(q) = \frac{1}{(q; q)_\infty} \left( 1 + \sum_{n=1}^{\infty} \frac{(-1)^n (1 + q^n) q^{(3n+1)/2}}{1 - q^n + q^{2n}} \right) \), \hspace{1cm} (1.3.21)

and second with \( c = -1 \) to find that

\[ f_3(q) = \frac{1}{(q; q)_\infty} \left( 1 + 4 \sum_{n=1}^{\infty} \frac{(-1)^n q^{(3n+1)/2}}{1 + q^n} \right). \] \hspace{1cm} (1.3.22)

Therefore, by (1.3.21) and (1.3.22),

\[ 4\chi_3(q) - f_3(q) = \frac{1}{(q; q)_\infty} \left( 3 + 4 \sum_{n=1}^{\infty} \frac{(-1)^n q^{(3n+1)/2}}{1 + q^{3n}} \right) \]

\[ = \frac{3}{(q; q)_\infty} \left( 1 + 4 \sum_{n=1}^{\infty} \frac{(-1)^n q^{3n+1/2}}{1 + q^{3n}} \right) \]

\[ = \frac{3}{(q; q)_\infty} \varphi^2(-q^3) , \]

by an appeal to (1.3.17) with \( c = -1 \) and \( q \) replaced by \( q^3 \), and to (1.3.1). This last identity is equivalent to (1.3.19), and so the proof is complete. ☐

**Entry 1.3.4 (p. 17, 3rd equation).** If \( f_3(q) \) is defined by (1.3.2) and \( \varphi(-q) \) by (1.3.1), then

\[ \sum_{n=0}^{\infty} \frac{q^{3n^2}}{(-q; q^3)_{n+1}(-q^2; q^3)_n} = 1 - \frac{1}{4} f_3(q^3) + \frac{1}{4} (q^3; q^3)_\infty \varphi^2(-q^3). \] \hspace{1cm} (1.3.23)

We have replaced \( q \) by \( q^3 \) in Ramanujan’s original formulation.

**Proof.** We begin by employing (1.3.20) with \( q \) replaced by \( q^3 \) and \( c = -q \) to deduce that

\[ \sum_{n=0}^{\infty} \frac{q^{3n^2}}{(-q; q^3)_{n+1}(-q^2; q^3)_n} = \frac{1}{(q^3; q^3)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)/2}}{1 + q^{3n+1}} \] \hspace{1cm} (1.3.24)

\[ = \frac{1}{2(q^3; q^3)_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)/2}}{1 + q^{3n+1}} + \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)/2-1}}{1 + q^{3n-1}} \right) , \]

where we replaced \( n \) by \(-n\) to achieve the second sum on the right-hand side of (1.3.24). Next, by (1.3.20) with \( q \) replaced by \( q^3 \) and \( c = -1 \),

\[ f_3(q^3) = \frac{2}{(q^3; q^3)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)/2}}{1 + q^{3n}} . \] \hspace{1cm} (1.3.25)

Hence, by (1.3.24) and (1.3.25),

\[ \sum_{n=0}^{\infty} \frac{q^{3n^2}}{(-q; q^3)_{n+1}(-q^2; q^3)_n} = 1 - \frac{1}{4} f_3(q^3) + \frac{1}{4} (q^3; q^3)_\infty \varphi^2(-q^3) . \]
4 \sum_{n=0}^{\infty} \frac{q^{3n^2}}{(q; q^3)_{n+1}(q^2; q^3)_n} + f_3(q^3)
\begin{align*}
&= \frac{2}{(q^3; q^3)_{\infty}} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)/2}}{1 + q^{3(n+1)}} + \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)/2}}{1 + q^{3n-1}} \right) \\
&\quad + \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)/2}}{1 + q^{3n}} \\
&= \frac{2}{(q^3; q^3)_{\infty}} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^{3n+1} q^{3n^2} q^{3n+1}}{1 + q^{3n+1}} (-q^{-3n-1} - 1 + 1) \right. \\
&\quad + \left. \sum_{n=-\infty}^{\infty} \frac{(-1)^{3n} q^{3n-1}}{1 + q^{3n-1}} (-q^{-3n-1} - 1 + 1) + \sum_{n=-\infty}^{\infty} \frac{(-1)^{3n} q^{3n+1}}{1 + q^{3n}} \right) \\
&= \frac{2}{(q^3; q^3)_{\infty}} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^n(n+1)/2}{1 + q^n} + \sum_{n=-\infty}^{\infty} (-1)^n q^{(3n+1)/2} \right) \\
&\quad + \sum_{n=-\infty}^{\infty} (-1)^n q^{3n/2} \\
&= \frac{2}{(q^3; q^3)_{\infty}} \left( \frac{1}{2} \phi^2(-q) + 2(q^3; q^3)_{\infty} \right), \quad \text{(1.3.26)}
\end{align*}

by (1.3.17) with \( c = -1 \), (1.3.1), and the pentagonal number theorem [8, p. 11, Corollary 1.7]
\[ \sum_{n=-\infty}^{\infty} (-1)^n q^{n(3n-1)/2} = (q; q)_{\infty}. \quad \text{(1.3.27)} \]

This last equality of (1.3.26) is equivalent to (1.3.23), and so the proof is complete.

**Entry 1.3.5 (p. 17, 4th equation).** For \( \omega_2(q) \) defined by (1.3.10) and \( \psi(q) \) defined by (1.3.11),
\[ \sum_{n=0}^{\infty} \frac{q^{6n^2}}{(q; q^6)_{n+1}(q^5; q^6)_n} = \frac{1}{2} \left( 1 + q^2 \omega_3(q^3) + \frac{\psi^2(q)}{(q^6; q^6)_{\infty}} \right). \quad \text{(1.3.28)} \]

We have replaced \( q \) by \( q^6 \) in Ramanujan’s original formulation.

**Proof.** Employing (1.3.20) with \( q \) replaced by \( q^6 \) and \( c = q \), we find that
\[ \sum_{n=0}^{\infty} \frac{q^{6n^2}}{(q; q^6)_{n+1}(q^5; q^6)_n} = \frac{1}{2(q^6; q^6)_{\infty}} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)}}{1 - q^{6n+1}} \right) \]
\[ = \frac{1}{2(q^6; q^6)_{\infty}} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)}}{1 - q^{6n+1}} - \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)-1}}{1 - q^{6n-1}} \right). \quad \text{(1.3.29)} \]
where to obtain the second sum on the right-hand side above, we replaced \( n \) by \(-n\) in the first sum on the right-hand side. Hence, by (1.3.14) and (1.3.29),

\[
2 \sum_{n=0}^{\infty} \frac{q^{6n^2}}{(q; q^6)_{n+1}(q^5; q^6)_n} - 1 - q^2 \omega_3(q^3)
\]

\[
= \frac{1}{(q^6; q^6)_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)}}{1 - q^{6n+1}} - \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)-1}}{1 - q^{6n-1}} \right)
\]

\[
-(q^6; q^6)_\infty - \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{9n(n+1)+2}}{1 - q^{6n+3}}
\]

\[
= \frac{1}{(q^6; q^6)_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(3n+1)}}{1 - q^{6n+1}} - \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{9n^2-3n}}{1 - q^{6n-1}} (q^{6n-1} - 1 + 1) \right)
\]

\[
-(q^6; q^6)_\infty - \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{9n(3n+1)(3n+2)}}{1 - q^{6n+3}}
\]

\[
= \frac{1}{(q^6; q^6)_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{9n(n+1)}}{1 - q^{2n+1}} - (q^6; q^6)_\infty + \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{9n^2-3n}}{1 - q^{6n+1}} \right)
\]

\[
= \frac{1}{(q^6; q^6)_\infty} \left( \frac{(q^2; q^2)_\infty^2}{(q^2; q^6)_\infty} - (q^6; q^6)_\infty + (q^6; q^6)_\infty \right)
\]

\[
= \frac{1}{(q^6; q^6)_\infty} \psi^2(q), \quad (1.3.30)
\]

where we used (1.3.17) with \( q \) replaced by \( q^2 \) and \( c = q_1 \), (1.3.27), and (1.3.11). The last equality in (1.3.30) is equivalent to (1.3.28), and this completes the proof.

**□**

**Entry 1.3.6 (p. 29, 8th equation).** If \( f_3(q) \) is given by (1.3.2) and \( \varphi(-q) \) is given by (1.3.1), then

\[
\sum_{n=0}^{\infty} \frac{(-1)^n (q; q^2)_n q^{n^2}}{(q^6; q^6)_n} = \frac{3}{4} f_3(q^3) + \frac{1}{4} \varphi^2(-q). \quad (1.3.31)
\]

**Proof.** We initially apply [17, p. 273, Entry 12.4.2]

\[
(-aq)_\infty(-q/a)_\infty(q) \sum_{n=0}^{\infty} \frac{(-1)^n (q; q^2)_n q^{n^2}}{(-aq^2; q^2)_n (-q^2/a; q^2)_n}
\]

\[
= 1 + \sum_{n=1}^{\infty} (2(-1)^n + a^n + a^{-n}) q^{n(n+1)/2} \frac{q^n}{1 + q^n}, \quad (1.3.32)
\]

with \( a = -\omega := -e^{2\pi i/3} \). In the third equality below we appeal to [23, p. 114, Entry 8(v)], to wit,
\[ \varphi^2(-q) = 1 + 4 \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{1 + q^n}. \]

Thus,

\[
(q^3; q^3) \sum_{n=0}^{\infty} \frac{(-1)^n(q; q^2)_n q^{2n}}{(\omega q^2; q^2)_n (\omega^{-1} q^2; q^2)_n}
\]

\[
= 1 + \sum_{n=1}^{\infty} \frac{(-1)^n(2 + \omega^n + \omega^{-n}) q^{n(n+1)/2}}{1 + q^n}
\]

\[
= 1 + \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{1 + q^n} + \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{1 + q^n} (1 + \omega^n + \omega^{-n})
\]

\[
= 1 + \frac{1}{4} \varphi^2(-q) + 3 \sum_{n=1}^{\infty} \frac{(-1)^n q^{3n(3n+1)/2}}{1 + q^{3n}}
\]

\[
= \frac{3}{4} f_3(q^3)(q^3; q^3)_{\infty} + \frac{1}{4} \varphi^2(-q),
\]

where in the penultimate line we employed (1.3.22). We see that this last equality is equivalent to (1.3.31), and so the proof is complete. \(\square\)

**Entry 1.3.7 (p. 29, 9th equation).** We have

\[
\sum_{n=0}^{\infty} \frac{(q; q^2)_n (-q^2; q^2)_n q^{2n}}{(-q^6; q^6)_n} = \frac{3}{2} \sum_{n=0}^{\infty} (-1)^n q^{(3n+2)(3n+1)/2}
\]

\[
+ \frac{1}{2} \sum_{n=0}^{\infty} (-1)^n q^{n(n+1)/2} + \frac{1}{2} \frac{(q; -q)_{\infty}}{(-q^6; q^6)_{\infty}} \sum_{n=0}^{\infty} q^{3n^2 + 2n} (1 - q^{2n+1}). \quad (1.3.33)
\]

In our statement of Entry 1.3.7 we have replaced Ramanujan’s \(x\) by \(q\). Also, the three sums on the right-hand side agree with the terms listed by Ramanujan even though it appears he would have arranged the terms differently. Finally, we note that while there are only false theta functions (instead of mock theta functions) in (1.3.33), the result is sufficiently similar to the previous entry to merit inclusion in this chapter.

**Proof.** We begin by recording [18, p. 122, Entry 6.3.9], namely,

\[
\sum_{n=0}^{\infty} \frac{(q; q^2)_n q^{2n}}{(-aq^2; q^2)_n (-q^2/a; q^2)_n} = (1 + a) \sum_{n=0}^{\infty} (-a)^n q^{n(n+1)/2}
\]

\[
- \frac{a(q; q^2)_{\infty}}{(-aq^2; q^2)_{\infty} (-q^2/a; q^2)_{\infty}} \sum_{n=0}^{\infty} a^{3n} q^{3n^2 + 2n} (1 - aq^{2n+1}).
\]
Setting $a = \omega := e^{2\pi i/3}$, we deduce that, upon some algebraic simplification,

$$
\sum_{n=0}^{\infty} \frac{(q; q^2)_n (-q^2; q^2)_n q^{2n}}{(-q^6; q^6)_n} = (1 + \omega) \sum_{n=0}^{\infty} (-\omega)^n q^{n(n+1)/2} - \frac{\omega(q; q^2)_\infty (-q^2; q^2)_\infty}{(-q^6; q^6)_\infty} \sum_{n=0}^{\infty} q^{3n^2 + 2n} (1 - \omega q^{2n+1}). \quad (1.3.34)
$$

If we add the complex conjugate of (1.3.34) to itself (assuming that $q$ is real for the time being), we find that

$$
2 \sum_{n=0}^{\infty} \frac{(q; q^2)_n (-q^2; q^2)_n q^{2n}}{(-q^6; q^6)_n} = \sum_{n=0}^{\infty} (-1)^n q^{n(n+1)/2} \left((1 + \omega)^n (1 + \omega^{-1})\right) + \frac{(q; q^2)_\infty (-q^2; q^2)_\infty}{(-q^6; q^6)_\infty} \sum_{n=0}^{\infty} q^{3n^2 + 2n} (1 - q^{2n+1}). \quad (1.3.35)
$$

Now,

$$(1 + \omega)^n (1 + \omega^{-1}) = \begin{cases} -2, & \text{if } n \equiv 1 \pmod{3}, \\ 1, & \text{otherwise}. \end{cases}
$$

Hence, using the calculation above in (1.3.35), we find that

$$
2 \sum_{n=0}^{\infty} \frac{(q; q^2)_n (-q^2; q^2)_n q^{2n}}{(-q^6; q^6)_n} = \sum_{n=0}^{\infty} (-1)^n q^{n(n+1)/2} + 3 \sum_{n=0}^{\infty} (-1)^n q^{(3n+2)(3n+1)/2} + \frac{(q; q^2)_\infty}{(-q^6; q^6)_\infty} \sum_{n=0}^{\infty} q^{3n^2 + 2n} (1 - q^{2n+1}),
$$

and this is the desired result multiplied by 2.

For the next entry, we need to define another third order mock theta function

$$
\nu_3(q) := \sum_{n=0}^{\infty} q^{n^2 + n} (-q; q^2)_{n+1}. \quad (1.3.36)
$$

**Entry 1.3.8 (p. 31, last equation).** If $\nu_3(q)$ is given by (1.3.36), $\omega_3(q)$ is given by (1.3.10), and $\psi(q)$ is given by (1.3.11), then

$$
\nu_3(-q) = q \omega_3(q^2) + \frac{\psi(q^2)}{(q^2; q^4)_\infty}. \quad (1.3.37)
$$
This formula was given by Watson [133, p. 63], who clearly believed that Ramanujan did not have this result. See the remark following equation (1.3.12).

**Proof.** In Theorem 1.2.4, replace \( q \) by \( q^2 \), then set \( b = q^2 \) and \( c = q^3 \), and finally multiply both sides by \( 1/(1 - q) \). Thus,

\[
\nu_3(q) = \frac{(q^4; q^4)_\infty (-q^2; q^2)_\infty (q^4; q^4)_\infty}{(q; q^2)_\infty (-q; q^2)_\infty} \sum_{n=0}^{\infty} \frac{q^{4n^2}}{(q^4; q^4)^2_n}
+ \frac{(q^2; q^4)_\infty (-q^2; q^2)_\infty (q^4; q^4)_\infty}{(q; q^2)_\infty (-q; q^2)_\infty} \sum_{n=0}^{\infty} \frac{q^{4n^2+4n+1}}{(q^2; q^2)^2_{n+1}}
= \frac{\psi(q^2)}{(q^2; q^2)_\infty} + q\omega_3(q^3),
\]

by Euler’s identity, (1.3.11), (1.3.8), and (1.3.10).

**Entry 1.3.9 (p. 31, 2nd and 3rd equations).** With \( \varphi(q) \) defined by (1.3.1),

\[
\sum_{n=0}^{\infty} \frac{(-1)^n q^{n^2}}{(-aq^2; q^2)_n} = \frac{1}{2} \sum_{n=0}^{\infty} \frac{a^n q^{n^2}}{(-q; q)_n (-aq; q)_n} + \frac{1}{2} \frac{\varphi(-q)}{(-aq; q)_\infty} \quad (1.3.38)
\]

and

\[
\sum_{n=0}^{\infty} \frac{(-1)^n q^{n^2}}{(-aq^2; q^2)_n} = (1 + a) \sum_{n=1}^{\infty} \frac{(-1)^{n-1} q^{n^2}}{(-aq; q^2)_n} + \frac{\varphi(-q)}{(-aq; q)_\infty} \quad (1.3.39)
\]

If we use (1.3.1), the identities (1.3.38) and (1.3.39) reduce to the assertions in (1.3.5) when \( a = 1 \). They are also equivalent to equations (3a) and (3b) in [6]. Note also that we have replaced Ramanujan’s \( x \) with \( aq \).

**Proof.** If we put \( b = q \) and \( c = -aq \) in Theorem 1.2.3 and use Euler’s theorem, we find that

\[
\sum_{n=0}^{\infty} \frac{a^n q^{n^2}}{(-q; q)_n (-aq; q)_n} = \sum_{n=0}^{\infty} \frac{(-1)^n q^{n^2}}{(-aq; q^2)_n} + (1 + a) \sum_{n=1}^{\infty} \frac{(-1)^{n-1} q^{n^2}}{(-aq; q^2)_n}.
\]

Next in Theorem 1.2.3, set \( b = -q \) and \( c = aq \) to deduce, with the help of Euler’s theorem, that

\[
\sum_{n=0}^{\infty} \frac{a^n q^{n^2}}{(q; q)_n (aq; q)_n} = \frac{(-aq; q)_\infty}{(aq; q)_\infty} \sum_{n=0}^{\infty} \frac{(-1)^n q^{n^2}}{(-aq^2; q^2)_n} - \frac{(1 + a)(-aq; q)_\infty}{(aq; q)_\infty} \sum_{n=1}^{\infty} \frac{(-1)^{n-1} q^{n^2}}{(-aq; q^2)_n}.
\]

Recalling that [8, p. 20, Corollary 2.6]
\[ \sum_{n=0}^{\infty} \frac{a^n q^n}{(q; q)_n (aq; q)_n} = \frac{1}{(aq; q)_\infty}, \]

we see that the two identities just proved are equivalent to (1.3.38) and (1.3.39), respectively. \qed
Fifth Order Mock Theta Functions.  
Elementary Identities

2.1 Introduction

In the introductory chapter, we presented Ramanujan’s last letter to Hardy. In it, Ramanujan’s ten fifth order mock theta functions were given in their original “three or four terms of the series” format. We repeat them here in standard notation. The subscript 0 will denote members of the first family, and the subscript 1 will denote members of the second family. First,

\[ f_0(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q;q)_n}, \]  
\[ \phi_0(q) := \sum_{n=0}^{\infty} (-q;q^2)_n q^{n^2}, \]  
\[ \psi_0(q) := \sum_{n=1}^{\infty} (-q;q)_{n-1} q^{n(n+1)/2}, \]  
\[ F_0(q) := \sum_{n=0}^{\infty} \frac{q^{2n^2}}{(q;q^2)_n}, \]  
\[ \chi_0(q) := \sum_{n=0}^{\infty} \frac{q^n}{(q^{n+1};q)_n}, \]  
\[ \tilde{\chi}_0(q) := 1 + \sum_{n=0}^{\infty} \frac{q^{2n+1}}{(q^{n+1};q)_{n+1}}. \]

We note here, as did G.N. Watson [134], upon making two applications of the following corollary of the \( q \)-binomial theorem,

\[ \frac{1}{(z;q)_N} = \sum_{j=0}^{\infty} \left[ \begin{array}{c} N + j - 1 \\ j \end{array} \right] z^j. \]
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[17, p. 200, Eq. (8.2.5)], that

\[ \chi_0(q) = 1 + \sum_{n=0}^{\infty} \frac{q^{n+1}}{(q^{n+2}; q)_{n+1}} \]  \hspace{1cm} \text{(2.1.7)}

\[ = 1 + \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} q^{n+1+m(n+2)} \binom{n+m}{m} \]

\[ = 1 + \sum_{m=0}^{\infty} \frac{q^{2m+1}}{(q^{m+1}; q)_{m+1}} \]

\[ = \tilde{\chi}_0(q). \]  \hspace{1cm} \text{(2.1.8)}

Thus there are really only five different 5th order mock theta functions with the subscript 0. Second,

\[ f_1(q) := \sum_{n=0}^{\infty} \frac{q^{n^2+n}}{(-q; q)_n}, \]  \hspace{1cm} \text{(2.1.9)}

\[ \phi_1(q) := \sum_{n=1}^{\infty} (-q; q^2)_{n-1} q^{n^2}, \]  \hspace{1cm} \text{(2.1.10)}

\[ \psi_1(q) := \sum_{n=0}^{\infty} (-q; q)_n q^{n(n+1)/2}, \]  \hspace{1cm} \text{(2.1.11)}

\[ F_1(q) := \sum_{n=0}^{\infty} \frac{q^{2n(n+1)}}{(q; q^2)_{n+1}}, \]  \hspace{1cm} \text{(2.1.12)}

\[ \chi_1(q) := \sum_{n=0}^{\infty} \frac{q^n}{(q^{n+1}; q)_{n+1}}. \]  \hspace{1cm} \text{(2.1.13)}

In addition, we need several other functions familiar to Ramanujan and appearing throughout these volumes. In particular [23, p. 36, Entries 22(i), (ii)], [18, p. 150],

\[ \varphi(-q) := \sum_{n=-\infty}^{\infty} (-1)^n q^{n^2} = \frac{(q; q)_\infty}{(-q; q)_\infty}, \]  \hspace{1cm} \text{(2.1.14)}

\[ \psi(q) := \sum_{n=0}^{\infty} q^{n(n+1)/2} = \frac{(q^2; q^2)_\infty}{(q; q^2)_\infty}, \]  \hspace{1cm} \text{(2.1.15)}

\[ G(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(q; q)_n} = \frac{1}{(q^5; q^5)_\infty(q^{1/2}; q^{1/2})_\infty}, \]  \hspace{1cm} \text{(2.1.16)}

\[ H(q) := \sum_{n=0}^{\infty} \frac{q^{n^2+n}}{(q; q)_n} = \frac{1}{(q^5; q^5)_\infty(q^{3/2}; q^{3/2})_\infty}. \]  \hspace{1cm} \text{(2.1.17)}
2.2 Basic Theorems

Theorem 2.2.1. Let $s = 0$ or 1. Then

\[
\sum_{n=0}^{\infty} \frac{(a; q)_{2n+s}(b; q)_n t^{2n+s}}{(q; q)_{2n+s}(c; q)_n} = \frac{1}{2} \frac{(b; q)_\infty (at; q)_{\infty}}{(c; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(c/b; q)_{2m}(t; q)_m(b^2 q^{-s})^m}{(q; q)_{2m}(at; q)_m}
\]

\[
+ \frac{1}{2} (-1)^s \frac{(b; q)_\infty(-at; q)_{\infty}}{(c; q)_{\infty}(-t; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(c/b; q)_{2m}(-t; q)_m(b^2 q^{-s})^m}{(q; q)_{2m}(-at; q)_m}
\]

\[
+ \frac{1}{2} (atq^{1/2}; q)_\infty \sum_{m=0}^{\infty} \frac{(c/b; q)_{2m+1}(tq^{1/2}; q)_m(b^2 q^{-s})^{m+1/2}}{(q; q)_{2m+1}(atq^{1/2}; q)_m}
\]

\[
+ \frac{1}{2} (-1)^s (atq^{1/2}; q)_\infty \sum_{m=0}^{\infty} \frac{(c/b; q)_{2m+1}(-tq^{1/2}; q)_m(b^2 q^{-s})^{m+1/2}}{(q; q)_{2m+1}(-atq^{1/2}; q)_m}
\]

Proof. By two applications of the $q$-binomial theorem [18, p. 6, equation (1.2.2)],

\[
\sum_{n=0}^{\infty} \frac{(a; q)_{2n+s}(b; q)_n t^{2n+s}}{(q; q)_{2n+s}(c; q)_n} = \frac{1}{2} \frac{(b; q)_\infty}{(c; q)_{\infty}} \sum_{n=0}^{\infty} \frac{(a; q)_{2n+s}t^{2n+s}}{(q; q)_{2n+s}} \frac{(cq^n; q)_\infty}{(bq^n; q)_\infty}
\]

\[
\frac{(b; q)_\infty}{(c; q)_{\infty}} \sum_{n=0}^{\infty} \frac{(a; q)_{2n+s}t^{2n+s}}{(q; q)_{2n+s}} \sum_{m=0}^{\infty} \frac{(c/b; q)_{m}(bq^n)^m}{(q; q)_m}
\]

\[
= \frac{1}{2} \frac{(b; q)_\infty}{(c; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(c/b; q)_m b^m}{(q; q)_m} \sum_{n=0}^{\infty} \frac{(a; q)_n t^n q^{m(n-s)/2}}{(q; q)_n} (1 + (-1)^{n+s})
\]

\[
= \frac{1}{2} \frac{(b; q)_\infty}{(c; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(c/b; q)_m b^m q^{-ms/2}}{(q; q)_m}
\]

\[
\times \left\{ \frac{(atq^{n/2}; q)_\infty}{(tq^{m/2}; q)_\infty} + (-1)^s \frac{(-atq^{m/2} q)}{(-tq^{m/2} q)_\infty} \right\}
\]

\[
= \frac{1}{2} \frac{(b; q)_\infty}{(c; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(c/b; q)_{2m} t^{2m} q^{-ms}}{(q; q)_{2m}}
\]
Next, in the last equality, we apply Theorem 1.2.2 with $s = 0$ or $1$, then

$$\sum_{n=0}^{\infty} \frac{(b; q^2)^n q^{n(n+1)/2 + sn}}{(q; q^n)(c; q^n)} = (bq^2; q^4)_\infty (-q^{1+s}; q)_\infty \sum_{m=0}^{\infty} \frac{(c/b; q^2)_m b^m}{(q^2; q^2)_m (-q^{1+s}; q^2)_m}$$

Proof. In Theorem 1.2.1, set $h = 2$, interchange $b$ and $t$, then replace $a$ by $c/b$, and let $t \to 0$. This yields

$$\sum_{n=0}^{\infty} \frac{(b; q^2)^n q^{n(n+1)/2 + sn}}{(q; q^n)(c; q^n)} = (bq^2; q^4)_\infty (-q^{1+s}; q)_\infty \sum_{m=0}^{\infty} \frac{(c/b; q^2)_m b^m}{(q^2; q^2)_m (-q^{1+s}; q^2)_m}$$

Next, in the last equality, we apply Theorem 1.2.2 with $q$ replaced by $q^2$, $a = 0$, $b$ replaced by $c/b$, $t = b$, and $c = -q^{1+2s}$. Hence,

$$\sum_{n=0}^{\infty} \frac{(b; q^2)^n q^{n(n+1)/2 + sn}}{(q; q^n)(c; q^n)} = (bq^2; q^4)_\infty (-q^{1+s}; q)_\infty \sum_{m=0}^{\infty} \frac{(c/b; q^2)_m b^m}{(q^2; q^2)_m (-q^{1+2s}; q^4)_\infty} \sum_{m=0}^{\infty} \frac{(c/b; q^2)_m b^m}{(q^2; q^2)_m (-q^{1+2s}; q^4)_\infty}$$

or

$$= \frac{(b; q^2)_\infty (-q^{1+s}; q)_\infty (c/b; q^2)_\infty}{(c; q^2)_\infty (-q^{1+2s}; q^4)_\infty (bq^2; q^4)_\infty} \sum_{m=0}^{\infty} \frac{(c/b; q^2)_m b^m}{(q^2; q^2)_m (-q^{1+2s}; q^4)_\infty} \sum_{m=0}^{\infty} \frac{(c/b; q^2)_m b^m}{(q^2; q^2)_m (-q^{1+2s}; q^4)_\infty} \sum_{m=0}^{\infty} \frac{(c/b; q^2)_m b^m}{(q^2; q^2)_m (-q^{1+2s}; q^4)_\infty}$$
and simplifying this last equation, we obtain the desired result. □

**Theorem 2.2.3.** If \( s = 0 \) or \( 1 \), then

\[
\sum_{n=0}^{\infty} \frac{(b; q)_n q^{n^2 + sn}}{(q^2; q^2)_n} = \frac{b^s}{(q; q^2)_\infty (-b; q)_\infty} \sum_{m=0}^{\infty} \frac{(-1)^m (b^2; q^2)_{2m} q^{2m^2 + 4sm}}{(q^4; q^4)_m}
+ \frac{b^{1-s} (-q^2; q^2)_\infty (b; q)_\infty}{(q; q^2)_\infty (b^2; q^4)_\infty} \sum_{m=0}^{\infty} \frac{(b^2; q^4)_m q^{4m^2 + 4m(1-s)}}{(q^2; q^2)_{2m}}
- \frac{b^{1-s} (-q^2; q^2)_\infty (b; q)_\infty}{(q; q^2)_\infty (b^2; q^4)_\infty} \sum_{m=0}^{\infty} \frac{(b^2; q^4)_m q^{2m+1}(2m+3-2s)}{(q^2; q^2)_{2m+1}}.
\]

**Proof.** We note that \( \{s, 1-s\} = \{0, 1\} \). We set \( c = 0 \), \( a = -q^{1+s}/t \), and let \( t \to 0 \) in Theorem 1.2.2. Hence,

\[
\sum_{n=0}^{\infty} \frac{(b; q)_n q^{n^2 + sn}}{(q^2; q^2)_n} = (b; q)_\infty (-q^{1+s}; q^2)_\infty \sum_{n=0}^{\infty} \frac{b^{2n}}{(q; q)_{2n} (-q^{1+s}; q^4)_n}
+ (b; q)_\infty (-q^{2+s}; q^2)_\infty \sum_{n=0}^{\infty} \frac{b^{2n+1}}{(q; q)_{2n+1} (-q^{2+s}; q^2)_n}
= (b; q)_\infty (-q^2; q^2)_\infty \sum_{m=0}^{\infty} \frac{b^{2m+s}}{(q^2; q^2)_m (q^2; q^4)_{m+s}}
+ (b; q)_\infty (-q^2; q^2)_\infty \sum_{m=0}^{\infty} \frac{b^{2m+1-s}}{(q^4; q^4)_m (q; q^2)_{m+1-s}}
= \frac{b^s}{(-b; q)_\infty (q; q^2)_\infty (b^2; q^2)_\infty} \sum_{m=0}^{\infty} \frac{(-1)^m q^{2m^2 + 4ms} (b^2; q^2)_{2m}}{(q^4; q^4)_m}
+ \frac{b^{1-s} (-q^2; q^2)_\infty (b; q)_\infty}{(q; q^2)_\infty (b^2; q^4)_\infty} \sum_{m=0}^{\infty} \frac{(b^2; q^4)_m q^{4m^2 + 4m(1-s)}}{(q^2; q^2)_{2m}}
- \frac{b^{1-s} (-q^2; q^2)_\infty (b; q)_\infty}{(q; q^2)_\infty (b^2; q^4)_\infty} \sum_{m=0}^{\infty} \frac{(b^2; q^4)_m q^{2m+1}(2m+3-2s)}{(q^2; q^2)_{2m+1}}.
\]

The first sum on the far right side above arises by applying Theorem 1.2.1 to the first sum in the previous equality with \( h = 2 \), \( q \) replaced by \( q^2 \), \( b \) replaced by \( b^2 \), \( c = 0 \), \( t = q^2/a \) if \( s = 0 \), \( t = q^6/a \) if \( s = 1 \), and \( a \to \infty \). Furthermore, when \( s = 1 \), we multiply both sides by \( 1/(1 - q^2) \) in our
application of Theorem 1.2.1. The second and third sums on the far right side above come from applying Theorem 1.2.2 to the second sum in the previous equality with \( q \) replaced by \( q^2 \), \( a = b = 0 \), \( t = b^2 \), \( c = q^3 \) if \( s = 0 \), and \( c = q \) if \( s = 1 \). In the case of \( s = 0 \), we also multiply both sides by \( 1/(1 - q) \) in our application of Theorem 1.2.2. Thus, we obtain the desired right-hand side to complete the proof. \( \square \)

**Theorem 2.2.4.** If \( s = 0 \) or 1, then

\[
\sum_{n=0}^{\infty} \frac{(b; q)_n q^n}{(q; q)_{2n+s}} = q^{-s/2}(1 + (-1)^s)(b; q)_{\infty} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s}; q^2)_m q^{2m^2}}{(q; q)_{2m+1}} + q^{(1-s)/2}(1 - (-1)^s)(b; q)_{\infty} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s-1}; q^2)_m q^{2m^2+2m}}{(q; q)_{2m+1}} + \frac{b q^{-s}(b; q)_{\infty}}{2(q; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s}; q^2)_m}{(q^{m+1}; q)_{m+1}} + \frac{(-1)^s b q^{-s}(b; q)_{\infty}}{2(b^2 q^{-s}; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(-1)^m (b^2 q^{-s}; q)_{2m} q^{2m^2+2m}}{(q^2; q^2)_m}.
\]

**Proof.** By Theorem 2.2.1 with \( a = c = 0 \) and \( t = \sqrt{q} \),

\[
\sum_{n=0}^{\infty} \frac{(b; q)_n q^n}{(q; q)_{2n+s}} = q^{-s/2}(b; q)_{\infty} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s})^m}{(q^2; q^2)_m (-q^{1/2}; q)_m} + \frac{(-1)^s q^{-s/2}(b; q)_{\infty}}{2(-q^{1/2}; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s})^m}{(q^2; q^2)_m (q^{1/2}; q)_m} + q^{-s/2}(b; q)_{\infty} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s})^{m+1/2}}{2(q; q)_{\infty} (q^{m+1}; q)_{m+1}} + \frac{(-1)^s q^{-s/2}(b; q)_{\infty}}{2(1-q)(-q; q)_{\infty}} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s})^{m+1/2}}{(q; q)_m (q^2; q^2)_m}.
\]

We now apply Theorem 1.2.2 to the first and second sums on the right-hand side above with \( a = b = 0 \), \( c = -\sqrt{q} \), and \( t = b^2 q^{-s} \) in the first case and \( a = b = 0 \), \( c = \sqrt{q} \), and \( t = b^2 q^{-s} \) in the second. We also invoke Theorem 1.2.1 to the fourth sum on the right-hand side above with \( h = 2 \), \( c = t = 0 \), \( a = q^3/t \), and \( b \) replaced by \( b^2 q^{-s} \). These applications thus give us
Theorem 2.2.5. To obtain the desired result we then combine the first sum with the third and
proof.

\[
\sum_{n=0}^{\infty} \frac{(b;q)_{n} q^n}{(q;q)_{2n+s}} = \frac{q^{-s/2}(b;q)_{\infty}}{2(q^{1/2};q)_{\infty}} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{m} q^{2m^2}}{(q;q)_{2m}} + \frac{q^{-s/2}(b;q)_{\infty}}{2(q^{1/2};q)_{\infty}} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{m} q^{2m^2+2m+1/2}}{(q;q)_{2m+1}} + \frac{(-1)^s q^{-s/2}(b;q)_{\infty}}{2(-q^{1/2};q)_{\infty}} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{m} q^{2m^2}}{(q;q)_{2m}} - \frac{(-1)^s q^{-s/2}(b;q)_{\infty}}{2(-q^{1/2};q)_{\infty}} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{m} q^{2m^2+2m+1/2}}{(q;q)_{2m+1}} + \frac{q^{-s/2}(b;q)_{\infty}}{2(q;q)_{\infty}} \sum_{m=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{m+1/2} q^{2m}}{(q^{m+1};q)_{m+1}} + \frac{(-1)^s b q^{-s}(b;q)_{\infty}}{2(-q;q)_{\infty} (q^{3/2};q)_{\infty}} \sum_{m=0}^{\infty} \frac{(-1)^m (b^2 q^{-s};q)_{2m} q^{2m^2+2m}}{(q^{2};q^2)_{m}}.
\]

To obtain the desired result we then combine the first sum with the third and the second with the fourth above and use Euler’s theorem.

\[\square\]

Theorem 2.2.5. If \(s = 0 \) or \(1\), then

\[
\sum_{n=0}^{\infty} \frac{(b;q)_{n} q^{2n}}{(q;q)_{2n+s}} = \frac{q^{-s}(b;q)_{\infty}}{2(q;q)_{\infty}} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{n} q^{2n^2}}{(q^{n+1};q)_{n}} + \frac{(-1)^s q^{-s}(b;q)_{\infty}}{2(b^2 q^{-s};q^2)_{\infty}} \sum_{n=0}^{\infty} \frac{(-1)^n (b^2 q^{-s};q)_{2n} q^{n^2}}{(q^{2};q^2)_{n}} + \frac{b q^{-3s/2}(1 + (-1)^s)(b;q)_{\infty}}{2(q;q)_{\infty} (b^2 q^{-s};q^2)_{\infty}} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{n} q^{2n^2+2n}}{(q;q)_{2n}} + \frac{b q^{3(1-s)/2}(1 - (-1)^s)(b;q)_{\infty}}{2(q^{3/2};q)_{\infty} (b^2 q^{-s};q^2)_{\infty}} \sum_{n=0}^{\infty} \frac{(b^2 q^{-1-s};q^2)_{n} q^{2n^2+4n}}{(q^{2};q^2)_{n}}.
\]

Proof. By Theorem 2.2.1 with \(a = c = 0\) and \(t = q\),

\[
\sum_{n=0}^{\infty} \frac{(b;q)_{n} q^{2n}}{(q;q)_{2n+s}} = \frac{q^{-s}(b;q)_{\infty}}{2(q;q)_{\infty}} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{n} q^{2n^2}}{(q^{n+1};q)_{n}} + \frac{(-1)^s q^{-s}(b;q)_{\infty}}{2(-q;q)_{\infty}} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{n} q^{2n+1}}{(q;q)_{n} (q^{2};q^2)_{n}} + \frac{q^{-s}(b;q)_{\infty}}{2(1-q)(q^{3/2};q)_{\infty}} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s};q^2)_{m} q^{m+1/2}}{(q^{2};q^2)_{n} (-q^{3/2};q)_{n}}.
\]
We next apply Theorem 1.2.1 to the second sum on the right side above with 
\( h = 2, \ q \) replaced by \( q^2, \ t = q/a, \ b \) replaced by \( b^2 q^{-s}, \ c = 0, \) and \( a \to \infty. \) In
the third and fourth sums above, we utilize Theorem 1.2.2 with \( a = b = 0, \ t = b^2 q^{-s}, \) and \( c = \mp q^{3/2}, \) respectively. Accordingly, we find that

\[
\sum_{n=0}^{\infty} \frac{(b; q)_n q^{2n}}{(q; q)_{2n+s}} = q^{-s} \frac{(b; q)_\infty}{(q; q)_\infty} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s})^n}{(q^n+1; q)_n}
\]

\[
+ \frac{(-1)^s q^{-s}(b; q)_\infty}{2(q; q)_\infty} \sum_{n=0}^{\infty} \frac{(-1)^n (b^2 q^{-s}; q)_{2n} q^{n^2}}{(q^n+1; q)_n}
\]

\[
+ \frac{q^{-s}(b^2 q^{-s})^{1/2}}{2(1-q)(q^{3/2}; q)_\infty (-q^{1/2}; q)_\infty (b^2 q^{-s}; q^2)_\infty} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s}; q^2)_n q^{2n^2+2n}}{(q^n+1; q)_n}
\]

\[
+ \frac{q^{-s}(b^2 q^{-s})^{1/2} (b; q)_\infty}{2(1-q)(q^{3/2}; q)_\infty (-q^{1/2}; q)_\infty (b^2 q^{-s}; q^2)_\infty} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s}; q^2)_n q^{2n^2+4n+3/2}}{(q^n+1; q)_n}
\]

\[
- \frac{(-1)^s q^{-s}(b^2 q^{-s})^{1/2} (b; q)_\infty}{2(1-q)(q^{3/2}; q)_\infty (-q^{1/2}; q)_\infty (b^2 q^{-s}; q^2)_\infty} \sum_{n=0}^{\infty} \frac{(b^2 q^{-s}; q^2)_n q^{2n^2+4n+3/2}}{(q^n+1; q)_n}
\]

Simplifying above with the use of Euler’s theorem and combining the third sum with the fifth, and the fourth with the sixth, we obtain Theorem 2.2.5.

\[\square\]

### 2.3 Watson’s Fifth Order Identities

In [134], Watson proved nine identities among the fifth order mock theta functions. He used these to establish all of the assertions about fifth order mock theta functions in Ramanujan’s last letter to Hardy. We shall use the theorems of Section 2.2 to prove identities equivalent to Watson’s results. In Section 2.4, we shall deduce all of Ramanujan’s identities for the fifth order mock theta functions.

We now offer Watson’s nine identities. First, from Theorem 2.2.3 with \( s = 0 \) and \( b = q, \) with the help of (2.1.1), (2.1.2), (2.1.15), (2.1.17), and (2.1.4),

\[
f_0(q) = f_0(-q^2) + q\psi(q^2) H(q^4) - F_0(q^2) + 1. \tag{2.3.1}
\]

Second, employ Theorem 2.2.3 with \( s = 0 \) and \( b = -q. \) We then multiply both sides of the identity by
Using (2.1.16), (2.1.14), (2.1.15), (2.1.17), and (2.1.4), we find that
\[
\varphi(-q)G(q) = \phi_0(-q^2) - q\psi(q^2)H(q^4) + F_0(q^2) - 1.
\]  
(2.3.2)

Third, utilize Theorem 2.2.2 with \(s = 1, b = q^2,\) and \(c \to 0.\) Next, employ (2.1.3), (2.1.15), (2.1.17), and (2.1.4). Lastly, multiply both sides by \(q.\) We thus find that
\[
\psi_0(q) = q\psi(q^2)H(q^4) + F_0(q^2) - 1.
\]  
(2.3.3)

Fourth, from Theorem 2.2.4 with \(s = 0\) and \(b = q,\) with the help of (2.1.5), (2.1.4), (2.1.6), and (2.1.2),
\[
\chi_0(q) = F_0(q) + \frac{1}{2} \tilde{\chi}_0(q) - \frac{1}{2} \phi_0(-q).
\]  
(2.3.4)

Fifth, invoke Theorem 2.2.5 with \(s = 1\) and \(b = q,\) and then multiply both sides by \(q.\) With the utilization of (2.1.6), (2.1.5), (2.1.2), and (2.1.4), we deduce that
\[
\tilde{\chi}_0(q) = F_0(q) - \frac{1}{2} \phi_0(-q) + \frac{1}{2} \chi_0(q).
\]  
(2.3.5)

We note that the fact, \(\chi_0(q) = \tilde{\chi}_0(q),\) which we noted in (2.1.7), follows immediately from (2.3.4) and (2.3.5).

Sixth, by Theorem 2.2.3 with \(s = 1\) and \(b = q,\) with the help of (2.1.9), (2.1.10), (2.1.15), (2.1.16), and (2.1.12),
\[
f_1(q) = \psi(q^2)G(q^4) - qF_1(q^2) - q^{-1} \phi_1(-q^2).
\]  
(2.3.6)

Seventh, employ Theorem 2.2.3 with \(s = 1\) and \(b = -q,\) and multiply both sides of the identity by
\[
(q; q^2)_{\infty}(q; q)_{\infty} = \frac{(q; q)_{\infty}}{(-q; q)_{\infty}} = \varphi(-q).
\]

Appealing to (2.1.14), (2.1.17), (2.1.15), (2.1.12), and (2.1.10), we arrive at
\[
\varphi(-q)H(q) = \psi(q^2)G(q^4) - qF_1(q^2) + q^{-1} \phi_1(-q^2).
\]  
(2.3.7)

Eighth, by Theorem 2.2.2 with \(s = 0, b = q^2,\) and \(c \to 0,\) with the help of (2.1.11), (2.1.15), (2.1.16), and (2.1.12),
\[
\psi_1(q) = \psi(q^2)G(q^4) + qF_1(q^2).
\]  
(2.3.8)

Ninth, by Theorem 2.2.4 with \(s = 1\) and \(b = q,\) with the aid of (2.1.13), (2.1.12), and (2.1.10),
\[
\chi_1(q) = 2F_1(q) + q^{-1} \phi_1(-q).
\]  
(2.3.9)
2.4 Ramanujan’s Fifth Order Identities

The identities in question are found on pages 22 and 25 of the Lost Notebook and contain all of the fifth order identities found in Ramanujan’s last letter. For succinctness, we shall express the identities in Watson’s notation given in Section 2.1.

Entry 2.4.1 (p. 22). We have

\[ \psi_1(q) - q^{-1} \phi_1(-q^2) = \phi(q)H(-q). \]

Proof. By (2.3.8) and (2.3.7), with \( q \) replaced by \(-q\),

\[
\psi_1(q) - q^{-1} \phi_1(-q^2) \\
= (\psi(q^2)G(q^4) + qF_1(q^2)) - (\varphi(q)H(-q) + \psi(q^2)G(q^4) + qF_1(q^2)) \\
= \phi(q)H(-q). \]

\[ \square \]

Entry 2.4.2 (p. 22). We have

\[ f_1(q) + 2qF_1(q^2) = \varphi(q)H(-q). \]

Proof. By (2.3.6) and by (2.3.7), with \( q \) replaced by \(-q\),

\[
f_1(q) + 2qF_1(q^2) \\
= (\psi(q^2)G(q^4) - qF_1(q^2) - q^{-1} \phi_1(-q^2)) + 2qF_1(q^2) \\
= (\varphi(q)H(-q) - qF_1(q^2) + q^{-1} \phi_1(-q^2)) + qF_1(q^2) - q^{-1} \phi_1(-q^2) \\
= \varphi(q)H(-q). \]

\[ \square \]

Entry 2.4.3 (p. 22). We have

\[ f_1(q) + 2q^{-1} \phi_1(-q^2) = \varphi(-q)H(q). \]

Proof. Subtract (2.3.7) from (2.3.6).

\[ \square \]

Entry 2.4.4 (p. 22). We have

\[ \psi_1(q) - qF_1(q^2) = \psi(q^2)G(q^4). \]

Proof. Entry 2.4.4 is precisely (2.3.8).

\[ \square \]

Entry 2.4.5 (p. 22). We have

\[ \psi_0(q) + \phi_0(-q^2) = \varphi(q)G(-q). \]
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Proof. Replace $q$ by $-q$ in (2.3.2) and subtract the result from (2.3.3). \hfill \Box

Entry 2.4.6 (p. 22). We have

$$f_0(q) + 2F_0(q^2) - 2 = \varphi(q)G(-q).$$

Proof. Replace $q$ by $\pm q$ in (2.3.2) and subtract the resulting identity from (2.3.1). \hfill \Box

Entry 2.4.7 (p. 22). We have

$$f_0(q) - 2\phi_0(-q^2) = -\varphi(-q)G(q).$$

Proof. Add (2.3.2) to (2.3.1). \hfill \Box

Entry 2.4.8 (p. 25). We have

$$\psi_0(q) - F_0(q^2) + 1 = q\psi(q^2)H(q^4).$$

Proof. This assertion is equivalent to (2.3.3). \hfill \Box

Entry 2.4.9 (p. 25). We have

$$\chi_0(q) + \phi_0(-q) = 2F_0(q).$$

The proofs of Entries 2.4.9 and 2.4.10 will be given together.

Entry 2.4.10 (p. 25). We have

$$\chi_0(q) = \tilde{\chi}_0(q).$$

Although Entry 2.4.10 was proved in (2.1.7), we include a second proof here.

Proof. Subtracting (2.3.5) from (2.3.4), we deduce Entry 2.4.10. Once we have Entry 2.4.10, then Entry 2.4.9 follows immediately from (2.3.4). \hfill \Box

Entry 2.4.11 (p. 25). We have

$$\chi_1(q) - q^{-1}\phi_1(-q) = 2F_1(q).$$

Proof. This assertion is equivalent to (2.3.9). \hfill \Box

We come now to three assertions that involve the fifth order mock theta functions but are not in Ramanujan’s last letter to Hardy. They exist buried in the work of Watson [134] in the middle of the proofs that Watson originally gave for these identities. This suggests that Ramanujan’s proofs of his identities, which are found on page 25 in his Lost Notebook, were along lines similar to those of Watson.

We require three new functions:
W_1(q) := \sum_{n=0}^{\infty} \frac{q^n}{(q; q)_n(q; q^2)_n}, \quad (2.4.1)

W_2(q) := \sum_{n=0}^{\infty} \frac{q^{n+1}}{(q; q)_n(q; q^2)_{n+1}}, \quad (2.4.2)

W_3(q) := \sum_{n=0}^{\infty} \frac{q^{2n+1}}{(q; q)_n(q; q^2)_{n+1}}, \quad (2.4.3)

Entry 2.4.12 (p. 25). We have

W_1(q) = \frac{\phi_0(-q)}{\varphi(-q)}.

Proof. Using first Theorem 2.2.4 with \( b = -q \) and \( s = 0 \), second using Entry 2.4.10, and third using Entry 2.4.9, we deduce that

\[
W_1(q) = \sum_{n=0}^{\infty} \frac{(-q; q)_n q^n}{(q; q)_{2n}} = \frac{F_0(q)}{\varphi(-q)} - \frac{\bar{\chi}_0(q) - 1}{2\varphi(-q)} + \frac{\phi_0(-q) - 1}{2\varphi(-q)} = \frac{1}{2\varphi(-q)}(2F_0(q) - \chi_0(q) + \phi_0(-q)) = \frac{\phi_0(-q)}{\varphi(-q)}.
\]

Entry 2.4.13 (p. 25). We have

W_2(q) = -\frac{\phi_1(-q)}{\varphi(-q)}.

Proof. We employ (2.4.2) and Theorem 2.2.4 with \( b = -q \) and \( s = 1 \). Using (2.1.12), (2.1.13), (2.1.10), and (2.1.14), we find that

\[
W_2(q) = \sum_{n=0}^{\infty} \frac{(-q; q)_n q^{n+1}}{(q; q)_{2n+1}} = \frac{qF_1(q)}{\varphi(-q)} - \frac{q\chi_1(q)}{2\varphi(-q)} - \frac{\phi_1(-q)}{2\varphi(-q)} = \frac{q}{2\varphi(-q)}(2F_1(q) - \chi_1(q) - q^{-1}\phi_1(-q)) = -\frac{\phi_1(-q)}{\varphi(-q)},
\]

by Entry 2.4.11.
Entry 2.4.14 (p. 25). We have

\[ W_3(q) = \frac{1 - \phi_0(-q)}{\varphi(-q)}. \]

**Proof.** We appeal to (2.4.3) and Theorem 2.2.5 with \( b = -q \) and \( s = 1 \). Using also (2.1.5), (2.1.2), (2.1.4), and (2.1.14), we find that

\[
W_3(q) = q \sum_{n=0}^{\infty} \frac{(-q; q)_n q^{2n}}{(q; q)_{2n+1}}
\]

\[
= \frac{\chi_0(q)}{2\varphi(-q)} - \frac{\phi_0(-q)}{2\varphi(-q)} - \frac{(F_0(q) - 1)}{\varphi(-q)}
\]

\[
= \frac{1}{2\varphi(-q)} (-2F_0(q) + \chi_0(q) - \phi_0(-q) + 2)
\]

\[
= \frac{1 - \phi_0(-q)}{\varphi(-q)},
\]

by Entry 2.4.9. \( \square \)

It is natural to ask why there is not an identity for another function, say \( W_4(q) \), from the case \( b = -q, s = 0 \) of Theorem 2.2.5. In this case, some of the expressions that arise are not accounted by the fifth order mock theta functions, and one of the series diverges.

### 2.5 Related Identities and Partitions

The ten fifth order mock theta functions are easily seen to be the generating functions for various classes of partitions. The techniques for proving such assertions are standard (cf. [9, Chapter 1], [58, Chapter 19]).

**Theorem 2.5.1.** The mock theta function \( f_0(q) \) is the generating function for the excess of the number of partitions with differences at least two between parts and largest part odd over the number of such partitions with largest part even.

The mock theta function \( \phi_0(q) \) is the generating function for partitions into odd parts without gaps, where every part appears either once or twice.

The mock theta function \( \psi_0(q) \) is the generating function for partitions without gaps, with unique largest part and with all other parts appearing once or twice.

The mock theta function \( F_0(q) \) is the generating function for partitions into odd parts without gaps in which each part appears at least twice.

The mock theta function \( \chi_0(q) \) is the generating function for partitions with unique smallest part and no parts larger than twice the smallest part.

The mock theta function \( \tilde{\chi}_0(q) \) is the generating function for partitions with largest part odd and no parts smaller than half the largest part.
Proof. As mentioned prior to the statement of Theorem 2.5.1, each assertion is easily deduced by standard methods. For example,

\[ F_0(q) = \sum_{n=0}^{\infty} \frac{q^{2n^2}}{(q; q^2)_n} \]

\[ = \sum_{n=0}^{\infty} \frac{q^{1+1} q^{3+3} \cdots q^{(2n-1)+(2n-1)}}{(1-q) (1-q^3) \cdots (1-q^{2n-1})} \]

\[ = \sum_{n=0}^{\infty} \sum_{r_1=2}^{\infty} \sum_{r_3=2}^{\infty} \cdots \sum_{r_{2n-1}=2}^{\infty} q^{r_1+1 + r_3+3 + \cdots + r_{2n-1} + (2n-1)}. \]

The other five assertions follow in a similar manner. \(\Box\)

Corollary 2.5.1. We have \(\chi_0(q) = \bar{\chi}_0(q)\).

The proof that follows, taken from [7], will be the third proof of this result in this chapter.

Proof. We begin with the Ferrers graph of a partition enumerated by \(\bar{\chi}_0(q)\):

We now translate the nodes to the right of the vertical bar down below the nodes on the left:
We now read the columns of the resulting graph, and we see that we have a partition of the type enumerated by $\chi_0(q)$. The mapping is clearly reversible thus establishing a bijection between the two classes of partitions. Hence $\chi_0(q) = \tilde{\chi}_0(q)$. 

**Theorem 2.5.2.** The mock theta function $f_1(q)$ is the generating function for the excess of the number of partitions with no one’s, with differences at least two between parts, and with largest part even over the number of such partitions with largest part odd.

The mock theta function $\phi_1(q)$ is the generating function for partitions into odd parts without gaps with unique largest part and with all other parts appearing once or twice.

The mock theta function $\psi_1(q)$ is the generating function for partitions without gaps in which each part appears once or twice.

The mock theta function $F_1(q)$ is the generating function for partitions in which each even integer not exceeding the largest part appears exactly twice.

The mock theta function $q\chi_1(q)$ is the generating function for partitions in which the largest part is less than twice the smallest part.

**Proof.** Our situation is exactly like that for Theorem 2.5.1. We content ourselves with one example:

\[
\psi_1(q) = 1 + \sum_{n=1}^{\infty} (-q;q)_n q^{n(n+1)/2} = 1 + \sum_{n=1}^{\infty} (q^1 + q^{1+1})(q^2 + q^{2+2}) \cdots (q^n + q^{n+n}).
\]

It is possible to provide combinatorial interpretations of $W_1(q)$, $W_2(q)$, and $W_3(q)$. However, it is not possible to interpret them as generating functions for some classes of ordinary partitions, because their $n^{th}$ coefficients are eventually larger than $p(n)$.

Nonetheless, there are functions related to the fifth order mock theta functions that have easily described partition-theoretic interpretations, namely,

\[
V_1(q) := \sum_{n=0}^{\infty} \frac{(-q;q^2)_n q^{2n+1}}{(q^2;q^2)_{2n}}, \quad (2.5.1)
\]

\[
V_2(q) := \sum_{n=0}^{\infty} \frac{(-q;q^2)_{n+1} q^{2n+1}}{(q^2;q^2)_{2n+1}}, \quad (2.5.2)
\]

\[
V_3(q) := \sum_{n=0}^{\infty} \frac{(-q;q^2)_{n+1} q^{4n+2}}{(q^2;q^2)_{2n}}, \quad (2.5.3)
\]

The following identities do not appear in the Lost Notebook. However, they are natural companions to Ramanujan’s identities for $W_i(q)$, $i = 1, 2, 3$. 

Hence, it seems appropriate to include them, especially as they have nice partition-theoretic interpretations.

**Theorem 2.5.3.** We have

$$V_1(q) = \frac{q\psi_1(-q)}{\psi(-q)},$$

(2.5.4)

$$V_2(q) = -\frac{\psi_0(-q)}{\psi(-q)},$$

(2.5.5)

$$V_3(q) = \frac{q^2(1 + \psi_0(-q))}{\psi(-q)}.$$  

(2.5.6)

**Proof.** In Theorem 2.2.4 with \(s = 0\), we replace \(q\) by \(q^2\), then set \(b = -q\), multiply both sides by \(q\), and use (2.1.16), (2.1.15), (2.1.13), and (2.1.10) to deduce that

$$V_1(q) = \frac{q(-q; q^2)_\infty}{(q^2; q^2)_\infty} G(q^4) - \frac{q^2(-q; q^2)_\infty}{2(q^2; q^2)_\infty^2} \chi_1(q^2) + \frac{(-q; q^2)_\infty}{2(q^2; q^2)_\infty} \phi_1(-q^2)$$

$$= \frac{q^3}{\psi(-q)} \left( q^{-1} \psi(q^2) G(q^4) - \frac{1}{2} (\chi_1(q^2) - q^{-2} \phi_1(-q^2)) \right)$$

$$= \frac{q^2}{\psi(-q)} (q^{-1} \psi(q^2) G(q^4) - F_1(q^2))$$

$$= \frac{q \psi_1(-q)}{\psi(-q)},$$

where in the penultimate line we employed Entry 2.4.11 with \(q\) replaced by \(q^2\), and in the last line invoked (2.3.8) with \(q\) replaced by \(-q\).

Next in Theorem 2.2.4, we set \(s = 1\), replace \(q\) by \(q^2\), then set \(b = -q^3\), and multiply both sides by \(q(1 + q)\). Thus, using (2.1.17), Entry 2.4.9, and (2.1.2), we find that

$$V_2(q) = \frac{q(-q; q^2)_\infty}{(q^2; q^2)_\infty} H(q^4) - \frac{(-q; q^2)_\infty}{2(q^2; q^2)_\infty} (\chi_0(q^2) - 1)$$

$$- \frac{(-q; q^2)_\infty}{2(q^2; q^2)_\infty} (\phi_0(-q^2) - 1)$$

$$= \frac{(-q; q^2)_\infty}{(q^2; q^2)_\infty} \left( q \psi(q^2) H(q^4) - \frac{1}{2} (\chi_0(q^2) + \phi_0(-q^2)) + 1 \right)$$

$$= \frac{1}{\psi(-q)} (q \psi(q^2) H(q^4) - F_0(q^2) + 1)$$

$$= -\frac{\psi_0(-q)}{\psi(-q)},$$

where in the penultimate line we used Entry 2.4.9 with \(q\) replaced by \(q^2\), and in the last line employed (2.3.3) with \(q\) replaced by \(-q\).
Finally, in Theorem 2.2.5, we set \( s = 0 \), replace \( q \) by \( q^2 \), then set \( b = -q \), and multiply both sides by \( q^2 \). Thus,

\[
V_3(q) = \frac{q^2(-q; q^2)_\infty}{2(q^2; q^2)_\infty} \chi_0(q^2) + \frac{q^2(-q; q^2)_\infty}{2(q^2; q^2)_\infty} \phi_0(-q^2) - \frac{q^3(-q; q^2)_\infty}{(q^2; q^4)_2\infty} H(q^4) \\
= \frac{q^2}{\psi(-q)} \left( \frac{1}{2} \chi_0(q^2) + \frac{1}{2} \phi_0(-q^2) - q \psi(q^2) H(q^4) \right) \\
= \frac{q^2}{\psi(-q)} (F_0(q^2) - q \psi(q^2) H(q^4)) \\
= \frac{q^2(1 + \psi_0(-q))}{\psi(-q)},
\]

where Entry 2.4.9 with \( q \) replaced by \( q^2 \) was employed in the penultimate line and (2.3.3) with \( q \) replaced by \( -q \) was used in the last line. \( \square \)

**Theorem 2.5.4.** The quotient \( V_1(q) \) is the generating function for partitions with no repeated odd parts and no parts as large as twice the largest odd part.

The quotient \( V_2(q) \) is the generating function for partitions in which the largest odd part may appear at most twice, no other odd part is repeated, and no parts are larger than twice the largest odd part.

The function \( V_3(q) \) is the generating function for partitions in which the largest odd part appears twice, no other odd parts are repeated, and no parts are as large as twice the largest odd part.

**Proof.** Again we require only standard arguments to establish these three assertions. We treat \( V_3(q) \) as typical. Thus,

\[
V_3(q) = \sum_{n=0}^{\infty} \frac{(-q; q^2)_n q^{4n+2}}{(q^2; q^2)_{2n}} \\
= \sum_{n=0}^{\infty} (1 + q)(1 + q^3) \cdots (1 + q^{2n-1}) q^{(2n+1)(2n+2)} \\
\times \frac{1}{1 - q^2} \frac{1}{1 - q^4} \cdots \frac{1}{1 - q^{4n}},
\]

and the geometric series expansion of each of the factors \( 1/(1 - q^{2i}) \) yields the partitions as exponents of \( q \) when all the expressions are multiplied out. \( \square \)

Since \( V_1(q), V_2(q), \) and \( V_3(q) \) have partition-theoretic interpretations, it is natural to ask if (2.5.4)–(2.5.6), upon possibly multiplying both sides by \( \psi(-q) \) in each case, have meaningful partition-theoretic interpretations. If so, then one should try to find bijective proofs.
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Third Order Mock Theta Functions: Partial Fraction Expansions.

3.1 Introduction

Partial fractions arise again and again in the Lost Notebook. Indeed, we have already seen instances of partial fractions (e.g. [17, p. 271]) that specialize to mock theta functions. We have reserved for this chapter those results on partial fractions that seem especially close to the third order mock theta functions.

Our starting point is a corollary of Lemma 2.3.2 from page 19 of Part III [19].

Theorem 3.1.1. For $z, \zeta \in \mathbb{C}$,

$$R(z, \zeta, q) = \zeta^3 \sum_{n=-\infty}^{\infty} \frac{(-1)^n \zeta^{3n} q^{n(3n+1)/2}}{1 - z\zeta q^n} + \zeta \sum_{n=-\infty}^{\infty} \frac{(-1)^n \zeta^{-3n} q^{n(3n+1)/2}}{1 - zq^n/\zeta}$$

$$- \zeta \frac{(\zeta^2, q/\zeta^2; q)_{\infty}}{(\zeta, q/\zeta; q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^n(3n+1)/2}{1 - zq^n}$$

$$= \frac{z(\zeta, q/\zeta, \zeta^2, q/\zeta^2, q, q; q)_{\infty}}{(z/\zeta, q\zeta/z, z, q/z, z\zeta, q/(z\zeta); q)_{\infty}}. \quad (3.1.1)$$

Proof. Define

$$S(z, \zeta, q) := \zeta^3 \sum_{n=-\infty}^{\infty} \frac{(-1)^n \zeta^{3n} q^{3n(n+1)/2}}{1 - z\zeta q^n} + \sum_{n=-\infty}^{\infty} \frac{(-1)^n \zeta^{-3n} q^{3n(n+1)/2}}{1 - zq^n/\zeta}$$

$$- \zeta \frac{(\zeta^2, q/\zeta^2; q)_{\infty}}{(\zeta, q/\zeta; q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n(n+1)/2}}{1 - zq^n}.$$ 

Then Lemma 2.3.2 of Part III [19, p. 19] asserts that

$$S(z, \zeta, q) = \frac{(\zeta, q/\zeta, \zeta^2, q/\zeta^2, q, q; q)_{\infty}}{(z/\zeta, q\zeta/z, z, q/z, z\zeta, q/(z\zeta); q)_{\infty}}.$$
So to conclude the proof of this theorem we need only show that

\[ S(z, \zeta, q) = \frac{1}{z} R(z, \zeta, q). \]

Now, using the pentagonal number theorem \((1.3.27)\) in the second equality below, we find that

\[
S(z, \zeta, q) = \zeta^3 \sum_{n=-\infty}^{\infty} \frac{(-1)^n \zeta^n q^{n(3n+1)/2}}{1 - z \zeta^n q^n} \left( \frac{1}{z} - \frac{1}{z^2} \right) \]

\[
+ \sum_{n=-\infty}^{\infty} \frac{(-1)^n \zeta^{n-3n} q^{n(3n+1)/2}}{1 - z \zeta^n q^n} \left( \frac{\zeta}{z} - \frac{\zeta^2}{z^2} \right) \]

\[
- \frac{\zeta (\zeta^2, q / \zeta^2; q)_\infty}{(\zeta, q / \zeta; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 - z q^n} \left( \frac{1}{z} - \frac{1}{z^2} \right) \]

\[
= \frac{1}{z} R(z, \zeta, q) - \frac{\zeta}{z} \left( \zeta \sum_{n=-\infty}^{\infty} \frac{(-1)^n \zeta^{n-3n} q^{n(3n+1)/2}}{1 - z \zeta^n q^n} \right) \]

\[
+ \sum_{n=-\infty}^{\infty} \frac{(-1)^n \zeta^{n-3n} q^{n(3n+1)/2}}{1 - z q^n} \left( \frac{\zeta^2}{z^2} - \frac{\zeta}{z} \right) \]

\[
= \frac{1}{z} R(z, \zeta, q),
\]

because the expression inside the large parentheses equals 0, in that it is a restatement of the quintuple product identity \([19, \text{p. 221, equation (8.2.18)}], [26, \text{p. 18}]\). In particular, if we take the formulation from \([26]\)

\[
\sum_{n=-\infty}^{\infty} q^{3n^2 + n} \left( \frac{1}{q} - \frac{1}{z} - \frac{1}{z^2} \right) \]

\[
= (q^2; q^2)_\infty (q^2; q^2)_\infty (q^2; q^2)_\infty (q^2; q^2)_\infty (q^2; q^2)_\infty,
\]

replace \(q\) by \(\sqrt{q}\), and then set \(z = -\zeta \sqrt{q}\), we find that the sum of the expressions within large parentheses on the far right side above equals 0. \(\square\)

### 3.2 The Partial Fraction Identities

Each of the entries in this section involves

\[
f_a(q) := 1 + \sum_{n=1}^{\infty} \frac{q^{n^2}}{\prod_{j=1}^{n} (1 + a q^j + q^{2j})}. \tag{3.2.1}
\]

We shall use again and again the observation that if

\[
a = -x - x^{-1},
\]
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Then

\[ f_a(q) = \sum_{n=0}^{\infty} \frac{q^{n^2}}{(xq; q)_n(x^{-1}q; q)_n} = (1 - x) \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 - x q^n}, \quad (3.2.2) \]

by (1.3.20).

The following entry from Ramanujan’s lost notebook was first proved by H. Yesilyurt [137].

**Entry 3.2.1 (p. 2).** If \( a^2 + b^2 = 4 \), then

\[
\begin{align*}
\frac{b - a + 2}{4} f_a(-q) + \frac{b + a + 2}{4} f_{-a}(-q) - \frac{b}{2} f_b(q) &= \frac{(q^4; q^4)_{\infty}}{(-q^2; q^2)_{\infty}} \prod_{n=1}^{\infty} \frac{1 - bq^n + q^{2n}}{1 + (a^2b^2 - 2)q^{3n} + q^{6n}}. \quad (3.2.3)
\end{align*}
\]

**Proof.** First we note that we may parameterize the circle \( a^2 + b^2 = 4 \) by

\[
\begin{align*}
b &= -2 \cos \theta, \quad a = -2 \sin \theta, \quad (3.2.4)
\end{align*}
\]

and with \( z = e^{i\theta} \), we find that

\[
\begin{align*}
b &= -z - z^{-1} \quad \text{and} \quad a = i(z - z^{-1}). \quad (3.2.5)
\end{align*}
\]

Hence,

\[
\begin{align*}
a^2b^2 - 2 &= -z^4 - z^{-4}. \quad (3.2.6)
\end{align*}
\]

Let us now set \( \zeta = i = \sqrt{-1} \) in Theorem 3.1.1. Thus, by (3.2.2), (3.2.5), and (3.2.6),

\[
\begin{align*}
- \sum_{n=-\infty}^{\infty} \frac{(-1)^n iq^{3n}q^{n(3n+1)/2}}{1 - ziq^n} + i \sum_{n=-\infty}^{\infty} \frac{(-1)^n i^{-3n}q^{n(3n+1)/2}}{1 + ziq^n} \\
- i(1, -q; q)_{\infty} (q; q)_{\infty} f_b(q) \\
- i(1, iq; q)_{\infty} (1 - z)_{\infty} f_b(q) \\
= z(i, -iq, -1, -q, q; q)_{\infty} \\
(-iz, q/iz, z, q/z, iiz, -iq/iz; q)_{\infty} \\
= \frac{2z(1 - i)(-q; q)_{\infty} (q^4; q^4)_{\infty}}{(1 + z^2)(1 - z)(-q^2; q^2)_{\infty}} \prod_{n=1}^{\infty} \frac{1 - bq^n + q^{2n}}{1 + (a^2b^2 - 2)q^{3n} + q^{6n}}. \quad (3.2.7)
\end{align*}
\]

Multiply both sides of (3.2.7) by

\[
\frac{(1 + z^2)(1 - z)}{2z(1 - i)(-q; q)_{\infty}}.
\]

Upon doing so, we then see that the right-hand side of (3.2.7) becomes the right-hand side of (3.2.3). The third expression on the left-hand side of (3.2.7) then becomes
\[
\frac{(1 + z^2)(1 - z)(-i)(-1, -q; q)_\infty (q; q)_\infty}{2z(1 - i)(-q; q)_\infty (i, -iq; q)_\infty (1 - z)} f_b(q) = -\frac{b}{2} f_b(q).
\]

Therefore, we will complete the proof if we can show that

\[
\frac{(1 + z^2)(1 - z)}{2z(1 - i)(-q; q)_\infty} \left( -\sum_{n = -\infty}^\infty (-1)^n i^{3n} q^{n(3n+1)/2} \frac{q^n}{1 - z i q^n} \right) + i \sum_{n = -\infty}^\infty (-1)^n i^{-3n} q^{n(3n+1)/2} \frac{q^n}{1 + z i q^n} = \frac{b - a + 2}{4} f_a(-q) + \frac{b + a + 2}{4} f_{-a}(-q)
\]

\[
= \frac{b - a + 2}{4} \left( 1 + iz \right) \sum_{n = -\infty}^\infty (-1)^n (-q)^{n(3n+1)/2} \frac{q^n}{1 + iz(-q)^n}
\]

\[
+ \frac{b + a + 2}{4} \left( 1 - iz \right) \sum_{n = -\infty}^\infty (-1)^n (-q)^{n(3n+1)/2} \frac{q^n}{1 - iz(-q)^n},
\]

(3.2.8)

where we have twice used (3.2.2). Proving (3.2.8) is equivalent to proving that

\[
- \sum_{n = -\infty}^\infty (-1)^n i^{3n} q^{n(3n+1)/2} \frac{q^n}{1 - z i q^n} + i \sum_{n = -\infty}^\infty (-1)^n i^{-3n} q^{n(3n+1)/2} \frac{q^n}{1 + z i q^n} = i \sum_{n = -\infty}^\infty (-1)^n (-q)^{n(3n+1)/2} \frac{q^n}{1 + iz(-q)^n} - \sum_{n = -\infty}^\infty (-1)^n (-q)^{n(3n+1)/2} \frac{q^n}{1 - iz(-q)^n}.
\]

(3.2.9)

Combining sums on each side of (3.2.9), we see that our task has been reduced to proving that

\[
\sum_{n = -\infty}^\infty (-1)^n q^{n(3n+1)/2} \frac{q^n}{1 + z^2 q^{2n}} \left( -i^{3n}(1 + z i q^n) + i^{1-3n}(1 - z i q^n) \right)
\]

\[
= \sum_{n = -\infty}^\infty (-1)^n q^{n(3n+1)/2} \frac{q^n}{1 + z^2 q^{2n}} \left( i(-1)^n (3n+1)/2 (1 - iz(-q)^n) \right)
\]

\[
= -(-1)^n (3n+1)/2 (1 + iz(-q)^n),
\]

and this follows immediately because

\[-i^{3n} + i^{1-3n} = (-1)^n (3n+1)/2 (i - 1)\]

and

\[-i^{1+3n} - i^{2-3n} = (-1)^n (3n+1)/2 + n (-1 + i)\]

The last two assertions are most easily proved by noting that each expression is periodic with period 4, and the assertions hold for \(n = 0, 1, 2, 3\). \(\square\)
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Entry 3.2.2 (p. 2). If \( a^2 + ab + b^2 = 3 \), then

\[
(a + 1)f_{-a}(q) + (b + 1)f_{-b}(q) - (a + b - 1)f_{a+b}(q) = \frac{3(q^3;q_\infty^3)^2}{(q;q_\infty)(1 + ab(a + b)q^{3n} + q^{6n})}, \tag{3.2.10}
\]

Proof. First we note that we may parameterize the ellipse \( a^2 + ab + b^2 = 3 \) by \( a = 2 \cos(\theta + \frac{2}{3}\pi) \), \( b = 2 \cos\theta \). So with \( z = e^{i\theta} \), we find that

\[
b = z + z^{-1} \quad \text{and} \quad a = z\omega + (z\omega)^{-1}, \tag{3.2.11}
\]

where \( \omega = e^{2\pi i/3} \). Hence,

\[
a + b = -z\omega^2 - (z\omega)^{-1} \tag{3.2.12}
\]

and

\[
ab(a + b) = -z^3 - z^{-3}. \tag{3.2.13}
\]

Therefore, we now set \( \zeta = \omega \) in (3.1.1). Thus, the resulting right-hand side, by (3.2.12), equals

\[
\frac{z(1 - \omega)(1 - \omega^2)(q^3;q_\infty^3)^2}{(1 - z^3)(z^3q^3, z^{-3}q^3;q_\infty^3)^2} = \frac{z(q;q_\infty)}{(1 - z^3)} \frac{3(q^3;q_\infty^3)^2}{(q;q_\infty)(1 + ab(a + b)q^{3n} + q^{6n})}. \tag{3.2.14}
\]

We now observe that the latter quotient on the right-hand side of (3.2.14) is the same as the right-hand side of (3.2.10). We are thus led to multiply the left-hand side of (3.1.1) with \( \zeta = \omega \) by

\[
\frac{(1 - z^3)}{z(q;q_\infty)}
\]

to deduce, with the help of three applications of (3.2.2), that

\[
\frac{(1 - z^3)}{z(q;q_\infty)} \left( \omega^2 \sum_{n=-\infty}^{\infty} \frac{(-1)^nq^{n(3n+1)/2}}{1 - z\omega q^n} + \omega \sum_{n=-\infty}^{\infty} \frac{(-1)^nq^{n(3n+1)/2}}{1 - z\omega^2 q^n} - \frac{\omega(1 - \omega^2)}{(1 - \omega)} \sum_{n=-\infty}^{\infty} \frac{(-1)^nq^{n(3n+1)/2}}{1 - zq^n} \right)
\]

\[
= \frac{(1 - z^3)\omega^2}{z(1 - z^3)} f_{-a}(q) + \frac{(1 - z^3)\omega}{z(1 - \omega^2 z)} f_{a+b}(q) - \frac{(1 - z^3)\omega(1 - \omega^2)}{z(1 - \omega)(1 - z)} f_{-b}(q)
\]

\[
= (a + 1)f_{-a}(q) - (a + b - 1)f_{a+b}(q) + (b + 1)f_{-b}(q),
\]

which is the left-hand side of (3.2.10). This completes the proof. \( \square \)
3.3 Specializations

Referring to the notation of (3.2.1), we see that

\[ f_{-2}(q) = \frac{1}{(q; q)_\infty}, \]  

by (1.3.8), and

\[ f_2(q) = \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q; q)_n^2}, \]

which is the third order mock theta function \( f_3(q) \) defined in (1.3.2). Also, by (1.3.3) and (1.3.18), respectively,

\[ f_0(q) = \phi_3(q) \]

and

\[ f_{-1}(q) = \chi_3(q). \]

If we set \( a = 2 \) and \( b = 0 \) and replace \(-q\) by \( q\) in Entry 3.2.1, we obtain (3.3.1). If we set \( b = 2 \) and \( a = 0 \) in Entry 3.2.1, employ (3.3.2) and (1.3.1), and use the fact that \( f_2(q) = f_3(q) \), we find, in the notation of Entry 1.3.3, that

\[ 2\phi_3(-q) - f_3(q) = \frac{\psi^2(-q)}{(q; q)_\infty}, \]

which is the assertion in (1.3.5).

If we set \( a = b = 1 \) in Entry 3.2.2, use (3.3.3), and also use (1.3.1), we find that

\[ 4\chi_3(q) - f_3(q) = \frac{3\varphi^2(-q^3)}{(q; q)_\infty}, \]

which is Entry 1.3.3.

Entry 3.3.1 (p. 17). We have

\[ \frac{1 + \sqrt{3}}{2} f_{-1}(-q) + \frac{3 + \sqrt{3}}{6} f_1(-q) - f_\sqrt{3}(q) = \frac{2}{\sqrt{3}} \psi(q) \frac{(q^4; q^4)_\infty}{(q^6; q^6)_\infty} \prod_{n=1}^{\infty} \frac{1}{1 + \sqrt{3}q^n + q^{2n}}. \]

Proof. Let \( a = 1 \) and \( b = \sqrt{3} \) in Entry 3.2.1 to deduce that

\[ \frac{1 + \sqrt{3}}{4} f_1(-q) + \frac{3 + \sqrt{3}}{4} f_{-1}(-q) - \frac{\sqrt{3}}{2} f_\sqrt{3}(q) = \frac{(q^4; q^4)_\infty}{(-q; q^2)_\infty} \prod_{n=1}^{\infty} \frac{1 - \sqrt{3}q^n + q^{2n}}{1 + q^{4n} + q^{8n}}. \]
Now multiply both sides of (3.3.5) by $2/\sqrt{3}$ to arrive at
\[
\frac{3 + \sqrt{3}}{6} f_1(-q) + \frac{1 + \sqrt{3}}{2} f_{-1}(-q) - f_{\sqrt{3}}(q) = \frac{2}{\sqrt{3}} \frac{(q^4; q^4)_\infty}{(-q; q^2)_\infty} \prod_{n=1}^\infty \frac{1 - \sqrt{3}q^n + q^{2n}}{1 + q^{4n} + q^{8n}}. \tag{3.3.6}
\]

Examining (3.3.4) and (3.3.6), we see that we are required to show that
\[
\psi(-q) = \frac{(q^6; q^6)_\infty}{(-q; q^2)_\infty} \prod_{n=1}^\infty \frac{1 - \sqrt{3}q^n + q^{2n}}{1 + q^{4n} + q^{8n}}. \tag{3.3.7}
\]

To that end,
\[
\frac{(q^6; q^6)_\infty}{(-q; q^2)_\infty} \prod_{n=1}^\infty \frac{1 - \sqrt{3}q^n + q^{2n}}{1 + q^{4n} + q^{8n}}
= \frac{(q^6; q^6)_\infty}{(-q; q^2)_\infty} \prod_{n=1}^\infty \frac{1 - q^{2n} + q^{4n}}{1 + q^{4n} + q^{8n}}
= \frac{(q^6; q^6)_\infty}{(-q; q^2)_\infty} \prod_{n=1}^\infty \frac{(1 - q^{2n})}{(1 + q^{2n} + q^{4n})(1 - q^{2n})}
= \frac{(q^6; q^6)_\infty}{(-q; q^2)_\infty} \frac{(q^2; q^2)_\infty}{(q^6; q^6)_\infty} = \frac{(q^2; q^2)_\infty}{(-q; q^2)_\infty} = \psi(-q),
\]
by (1.3.11). Thus, we have shown (3.3.7), and so the proof of Entry 3.3.1 is finished. \(\square\)

We note that in [133] Watson proved many of the entries in Chapter 1 using an identity equivalent to Theorem 3.1.1. We have chosen to limit this chapter to these two identities generalizing third order mock theta functions.

It is uncertain whether Ramanujan used the methods of Chapter 1 or those of partial fractions to prove his identities for third order mock theta functions. It is clear that he was the master of both methods.

The identities of this chapter were first established by H. Yesilyurt [137]. Our approaches to Entries 3.2.1 and 3.2.2 are different from his, but our proof of Entry 3.3.1 is the same as his.
The Mock Theta Conjectures: Equivalence

4.1 Introduction

This chapter and the next are devoted to the proofs of ten identities from the Lost Notebook. We place them, five each, in the following two entries. The remainder of this chapter is devoted to proving that the assertions in each entry are equivalent, i.e., they are all true or all false. The following chapter is devoted to proving that the fifth identity in each entry is true.

In formulating these assertions, we use the formulation that appears in [20]. This will most easily facilitate the equivalence proofs that comprise the remainder of the chapter. We refer the reader to (2.1.1)–(2.1.13) for the definitions of the ten fifth order mock theta functions.

Besides $\varphi(q)$ and $\psi(q)$, several other special cases of Ramanujan’s general theta function $f(a,b)$, defined by

$$f(a,b) := \sum_{n=-\infty}^{\infty} a^{n(n+1)/2} b^{n(n-1)/2}, \quad |ab| < 1,$$

arise in the sequel. In particular, use is often made of the Jacobi triple product identity [23, p. 35, Entry 19]

$$f(a,b) = (-a; ab)_{\infty} (-b; ab)_{\infty} (ab; ab)_{\infty}. \quad (4.1.2)$$

We also need the factorisation formula [23, p. 34, Entry 18(iv)]; for any integer $n$,

$$f(a,b) = a^{n(n+1)/2} b^{n(n-1)/2} f(a(ab)^n, b(ab)^{-n}). \quad (4.1.3)$$

Furthermore [23, p. 34, Entry 18(iii)],

$$f(-1,q) = 0. \quad (4.1.4)$$

Entry 4.1.1 (pp. 18, 19). Let
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\[ A(q) := \frac{G^2(q)(q^5; q^5)_{\infty}}{H(q)} \quad (4.1.5) \]

and

\[ \Phi(q) := -1 + \sum_{n=0}^{\infty} \frac{q^{5n^2}}{(q; q^5)_{n+1}(q^4; q^5)_n}. \quad (4.1.6) \]

Then

\[ M_i(q) := \chi_i(q) - 2 - 3\Phi(q) + A(q) = 0, \quad (4.1.7) \]
\[ M_i(q) := F_i(q) - 1 - \Phi(q) + q\psi(q^5)H(q^2) = 0, \quad (4.1.8) \]
\[ M_i(q) := \phi_i(-q) + \Phi(q) - \frac{(q^5; q^5)_{\infty}G(q^2)H(q)}{H(q^2)} = 0, \quad (4.1.9) \]
\[ M_i(q) := \psi_i(q) - \Phi(q^3) - qH(q)f(-q^3, -q) = 0, \quad (4.1.10) \]
\[ M_i(q) := f_i(q) + 2\Phi(q^3) - \varphi(-q^3)G(q) = 0. \quad (4.1.11) \]

**Entry 4.1.2 (pp. 19–20).** Let

\[ D(q) := \frac{H^2(q)(q^5; q^5)_{\infty}}{G(q)} \quad (4.1.12) \]

and

\[ \Psi(q) := -1 + \sum_{n=0}^{\infty} \frac{q^{5n^2}}{(q^2; q^5)_{n+1}(q^3; q^5)_n}. \quad (4.1.13) \]

Then

\[ M_6(q) := q\chi_1(q) - 3\Psi(q) - qD(q) = 0, \quad (4.1.14) \]
\[ M_7(q) := qF_1(q) - \Psi(q) - q\psi(q^5)G(q^2) = 0, \quad (4.1.15) \]
\[ M_8(q) := -\phi_1(-q) + \Psi(q) - \frac{q(q^5; q^5)_{\infty}G(q)(q^2)}{G(q^2)} = 0, \quad (4.1.16) \]
\[ M_9(q) := \psi_1(q) - \frac{1}{q}\Psi(q^2) - G(q)f(-q^7, -q^3) = 0, \quad (4.1.17) \]
\[ M_{10}(q) := f_1(q) + \frac{2}{q}\Psi(q^2) - \varphi(-q^3)H(q) = 0. \quad (4.1.18) \]

We proceed to establish Entries 4.1.1 and 4.1.2 in this chapter and the next as follows. In Section 4.2, we use Ramanujan’s \( \psi \)-summation to represent several theta products as Lambert series. In Section 4.3, we prove that the functions \( M_i(q) \) are identical for \( 1 \leq i \leq 5 \), and in Section 4.4 we prove that the functions \( M_i(q) \) are identical for \( 6 \leq i \leq 10 \). In Chapter 5, we provide D. Hickerson’s proofs \[78\] that \( M_5(q) = 0 \) and \( M_{10}(q) = 0 \). These proofs will then finally establish Entries 4.1.1 and 4.1.2. When comparing the identities in Entries 4.1.1 and 4.1.2 with those in Chapter 2, we see that the only fundamentally different feature is that Entries 4.1.1 and 4.1.2 contain, respectively, the functions \( \Phi(q) \) and \( \Psi(q) \).
4.2 Fourteen Lemmas

Every result in this section is proved in exactly the same way. Each theta product is identified with an instance of Ramanujan’s $\psi_1$-summation [17, p. 118, equation (4.4.6)] given by

$$1\psi_1\left(\frac{a}{b}; q, z\right) = \frac{(q, b/a, az, q/(az); q)_{\infty}}{(b, q/a, z, b/(az); q)_{\infty}},$$

(4.2.1)

where $|b/a| < |z| < 1$. Indeed, the applications will all follow from the identity

$$\sum_{n=-\infty}^{\infty} \frac{z^n}{1 - bq^{5n}} = \frac{(bz, q^5/(bz), q^5, q^5; q^5)_{\infty}}{(z, q^5/z, b, q^5/b; q^5)_{\infty}}.$$

(4.2.2)

In (4.2.1), replace $q$ by $q^5$, then replace $b$ by $bq^5$, then replace $a$ by $b$, and finally divide both sides by $1 - b$. We therefore arrive at (4.2.2).

**Lemma 4.2.1.** Let $\varphi(q)$ and $G(q)$ be defined by (1.3.1) and (2.1.16), respectively. Then

$$\varphi(-q)G(q) = \frac{1}{(q^{10}; q^{10})_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 + q^{5n+1}}.$$

(4.2.3)

**Proof.** By (1.3.1) and (2.1.4),

$$\varphi(-q)G(q) = \frac{(q^5, q^2, q^3; q^5)_{\infty}}{(-q; q)_{\infty}}$$

$$= \frac{1}{(q^{10}; q^{10})_{\infty}} \frac{(q^3, q^2, q^5; q^5)_{\infty}}{(-q^2, q^2, q^3 - q^4; q^5)_{\infty}}$$

$$= \frac{1}{(q^{10}; q^{10})_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 + q^{5n+1}},$$

which follows from (4.2.2) with $z = -q^2$ and $b = -q$. □

**Lemma 4.2.2.** Recall that $\varphi(q)$ and $H(q)$ are defined by (1.3.1) and (2.1.17), respectively. Then

$$\varphi(-q)H(q) = \frac{1}{(q^{10}; q^{10})_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n-1}q^{2n+1}}{1 + q^{5n+4}}.$$

(4.2.4)

**Proof.** By (1.3.1) and (2.1.5),
\[
\varphi(-q)H(q) = \frac{(q^5, q, q^5; q^5)_\infty}{(-q; q)_\infty}
\]
\[
= \frac{1}{(q^{10}; q^{10})_\infty} \frac{(q^4, q, q^5, q^5; q^5)_\infty}{(q^6, q^{-1}, q^5, q^5; q^5)_\infty}
\]
\[
= \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n-1} q^{2n+1}}{1 + q^{5n+4}},
\]
which follows from (4.2.2) with \( z = -q^2 \) and \( b = -q^4 \).

**Lemma 4.2.3.** If \( \psi(q) \) and \( H(q) \) are defined by (1.3.11) and (2.1.17), respectively, then
\[
\psi(q^2)H(q^4) = \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{2n}}{1 - q^{20n+14}}. \tag{4.2.5}
\]

**Proof.** By (1.3.11) and (2.1.17),
\[
\psi(q^2)H(q^4) = \frac{(q^4, q^{16}, q^{20}, q^{20})_\infty}{(q^2; q^4)_\infty}
\]
\[
= \frac{(q^4, q^{16}, q^{20}, q^{20})_\infty}{(q^2, q^6, q^{10}, q^{14}, q^{18}, q^{20}, q^{20})_\infty}
\]
\[
= \frac{1}{(q^{10}; q^{10})_\infty} \frac{(q^4, q^{16}, q^{20}, q^{20}; q^{20})_\infty}{(q^2, q^6, q^{14}, q^{18}; q^{20})_\infty}
\]
\[
= \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{2n}}{1 - q^{20n+14}},
\]
which follows from (4.2.2) with \( q \) replaced by \( q^4 \), and then with \( z = q^2 \) and \( b = q^{14} \).

**Lemma 4.2.4.** If \( \psi(q) \) and \( G(q) \) are given in (1.3.11) and (2.1.16), respectively, then
\[
\psi(q^2)G(q^4) = \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{2n}}{1 - q^{20n+6}}. \tag{4.2.6}
\]

**Proof.** By (1.3.11) and (2.1.16),
\[ \psi(q^2)G(q^4) = \frac{(q^8, q^{12}, q^{20}; q^{20})}{(q^2; q^4)_\infty} \]
\[ = \frac{(q^8, q^{12}, q^{20}, q^{20}; q^{20})}{(q^2, q^6, q^{14}, q^{18}, q^{20}; q^{20})_\infty} \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \frac{(q^8, q^{12}, q^{20}, q^{20}; q^{20})_\infty}{(q^2, q^6, q^{14}; q^{20})_\infty} \]
\[ = \frac{1}{(q^{10}, q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{2n}}{1 - q^{20n+6}}, \]

which follows from (4.2.2) with \( q \) replaced by \( q^4 \), and then with \( z = q^2 \) and \( b = q^6 \).

**Lemma 4.2.5.** Recall that \( A(q) \) is defined by (4.1.5). Then
\[ A(q) = \frac{1}{(q^6; q^6)_\infty} \sum_{n=-\infty}^{\infty} \frac{q^n}{1 - q^{5n+1}}. \tag{4.2.7} \]

**Proof.** Equation (4.2.7) is identical with equation (4.4.9) in [17, p. 119]. We provide a separate proof. Setting \( b = z = q^2 \) in (4.2.2), we deduce that
\[ \sum_{n=-\infty}^{\infty} \frac{q^n}{1 - q^{5n+1}} = \frac{(q^2, q^3, q^5; q^5)_\infty}{(q, q^4, q^4, q^4)_\infty} = \frac{G^2(q^6; q^5)_\infty}{H(q)}, \]
from which (4.2.7) readily follows. \( \square \)

**Lemma 4.2.6.** For \( D(q) \) defined by (4.1.12),
\[ D(q) = \frac{1}{(q^6; q^5)_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{2n}}{1 - q^{5n+2}}. \tag{4.2.8} \]

**Proof.** Identity (4.2.8) is the same as identity (4.4.10) in [17, p. 119]. As in the proof of Lemma 4.2.5 above, we can construct a similar proof of Lemma 4.2.6. Setting \( z = b = q^2 \) in (4.2.2), we easily deduce (4.2.8). \( \square \)

**Lemma 4.2.7.** If \( \psi(q) \) and \( H(q) \) are defined by (1.3.11) and (2.1.17), respectively, then
\[ \psi(q^{10})H(q^4) = -\frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{14n+6}}{1 - q^{20n+12}}. \tag{4.2.9} \]

**Proof.** Replace \( q \) by \( q^4 \), and then set \( z = q^6 \) and \( b = q^8 \) in (4.2.2). On the left side, we obtain
\[ \sum_{n=-\infty}^{\infty} \frac{q^{6n}}{1 - q^{20n+8}} = \sum_{n=-\infty}^{\infty} \frac{q^{-14n-8}}{1 - q^{20n-8}} = -\sum_{m=-\infty}^{\infty} \frac{q^{14m+6}}{1 - q^{20m+12}}. \tag{4.2.10} \]
where we set \( n = -m - 1 \). On the other hand, on the right-hand side of (4.2.2), with the help of (2.1.17), Euler’s theorem, and (1.3.11), we find that

\[
\frac{(q_{14}, q_{12}, q_{16}; q_{20})_{\infty}}{(q_{8}, q_{14}, q_{8}, q_{12}; q_{20})_{\infty}} = H(q^4)(q_{20}; q_{20})_{\infty}^2
\]

\[
= H(q^4)(q_{20}; q_{20})_{\infty}(q_{10}; q_{10})_{\infty}(-q_{10}; q_{10})_{\infty}
\]

\[
= H(q^4)(q_{10}; q_{10})_{\infty}\frac{(q_{20}; q_{20})_{\infty}}{(q_{10}; q_{20})_{\infty}}
\]

\[
= H(q^4)(q_{10}; q_{10})_{\infty}\psi(q_{10}).
\]

Combining (4.2.10) and (4.2.11), we complete the proof of Lemma 4.2.7. \( \square \)

**Lemma 4.2.8.** If \( \psi(q) \) and \( G(q) \) are defined by (1.3.11) and (2.1.16), respectively, we have

\[
\psi(q_{10}) G(q^4) = -\frac{1}{(q_{10}; q_{10})_{\infty}} \sum_{n=-\infty}^{\infty} \frac{q_{12n+8}}{1 - q^{20n+16}}.
\]

**Proof.** We again apply (4.2.2) with \( q \) replaced by \( q^4 \). Next, set \( z = q^8 \) and \( b = q^4 \). On the left side, we find that

\[
\sum_{n=-\infty}^{\infty} \frac{q_{8n}}{1 - q^{20n+4}} = \sum_{n=-\infty}^{\infty} \frac{q^{-12n-4}}{q^{-20n-4} - 1} = \sum_{m=-\infty}^{\infty} \frac{q_{12m+8}}{1 - q^{20m+16}},
\]

while on the right side, arguing as we did in (4.2.11) above, we arrive at

\[
\frac{(q_{12}, q_{8}, q_{20}, q_{20}; q_{20})_{\infty}}{(q_{8}, q_{12}, q_{4}, q_{16}, q_{20})_{\infty}} = G(q^4)(q_{20}; q_{20})_{\infty} G(q^4)(q_{10}; q_{10})_{\infty}\psi(q_{10}).
\]

(4.2.14)

Taking (4.2.13) and (4.2.14) together, we complete the proof. \( \square \)

**Lemma 4.2.9.** With \( G(q) \) and \( H(q) \) defined by (2.1.16) and (2.1.17), respectively,

\[
\frac{(q_{5}; q_{5})_{\infty} G(q^2) H(q)}{H(q^2)} = \frac{1}{(q_{5}; q_{5})_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-q)^{n}}{1 - q^{5n+1}}.
\]

**Proof.** Set \( z = -q \) and \( b = q \) in (4.2.2). Hence, by (2.1.16) and (2.1.17),

\[
\sum_{n=-\infty}^{\infty} \frac{(-q)^{n}}{1 - q^{5n+1}} = \frac{(q_{2}, q_{6}, q_{10}; q_{10})_{\infty}}{(q_{2}, q_{6}; q_{10})_{\infty} (q_{2}, q_{3}, q_{4}; q_{10})_{\infty}}
\]

\[
= \frac{(q_{4}, q_{5}; q_{10})_{\infty} (q_{4}, q_{5}, q_{5}; q_{5})_{\infty}}{(q_{2}, q_{5}; q_{10})_{\infty} (q_{2}, q_{3}, q_{4}; q_{10})_{\infty}} = \frac{G(q^2) H(q)(q_{5}; q_{5})_{\infty}^2}{H(q^2)},
\]

which is (4.2.15). \( \square \)
Lemma 4.2.10. For $G(q)$ and $H(q)$ defined by (2.1.16) and (2.1.17), respectively,

$$
\frac{(q^5; q^5)_\infty H(q^2)G(q)}{G(q^2)} = \frac{1}{(q^5; q^5)_\infty} \sum_{n=-\infty}^\infty \frac{(-q^2)^n}{1 - q^{5n+2}}.
$$

Proof. Set $z = -q^2$ and $b = q^2$ in (4.2.2) to deduce that

$$
\sum_{n=-\infty}^\infty \frac{(-q^2)^n}{1 - q^{5n+2}} = \frac{(-q^4, -q, q^5, q^5; q^5)_\infty}{(q^2, -q^3, q^2, q^3; q^5)_\infty}
= \frac{(q^8, q^7; q^{10})_\infty}{(q^4, q^6; q^{10})_\infty} (q^2, q^3, q^5; q^5)_\infty = \frac{H(q^2)G(q)(q^5; q^5)_\infty}{G(q^2)},
$$

by (2.1.16) and (2.1.17), and so the proof is complete. □

Lemma 4.2.11. For $H(q)$ defined in (2.1.17) and $f(a, b)$ defined in (4.1.1),

$$
f(-q^9, -q)H(q) = \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^\infty \frac{q^{7n}}{1 - q^{10n+2}}.
$$

Proof. Replace $q$ by $q^2$ in (4.2.2), and then put $z = q^7$ and $b = q^2$. By (2.1.17) and the Jacobi triple product identity (4.1.2),

$$
\sum_{n=-\infty}^\infty \frac{q^{7n}}{1 - q^{10n+2}} = \frac{(q, q^9, q^{10}, q^{10}; q^{10})_\infty}{(q^2, q^7, q^8, q^8; q^{10})_\infty}
= \frac{f(-q, -q^3)(q^{10}; q^{10})_\infty}{(q^2, q^5)_\infty(q^3; q^5)_\infty} = f(-q, -q^3)(q^{10}; q^{10})_\infty H(q),
$$

and so (4.2.17) readily follows. □

Lemma 4.2.12. For $G(q)$ defined in (2.1.16), we have

$$
f(-q^3, -q^7)G(q) = \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^\infty \frac{q^{6n}}{1 - q^{10n+6}}.
$$

Proof. Apply (4.2.2) with $q$ replaced by $q^2$, and then with $z = q$ and $b = q^6$. By (2.1.16) and the Jacobi triple product identity (4.1.2),

$$
\sum_{n=-\infty}^\infty \frac{q^n}{1 - q^{10n+6}} = \frac{(q^4, q^7, q^{10}, q^{10}; q^{10})_\infty}{(q, q^6, q^4, q^9; q^{10})_\infty}
= \frac{f(-q^3, -q^7)(q^{10}; q^{10})_\infty}{(q, q^4, q^5)_\infty} = f(-q^3, -q^7)(q^{10}; q^{10})_\infty G(q).
$$

Hence, we have proved (4.2.18). □
Lemma 4.2.13. Let \( \phi(-q) \) and \( G(q) \) be defined, respectively, by (1.3.1) and (2.1.16). Then

\[
\phi(-q^5)G(q) = \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1-q^{5n+1}}.
\]  

(4.2.19)

Proof. Employ (4.2.2) with \( z = -q^2 \) and \( b = q \). Thus,

\[
\sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1-q^{5n+1}} = \frac{(-q^3, -q^2, q^5, q^5; q^5)_\infty}{(-q^2, -q^3, q, q^4, q^5)_\infty} = G(q)(q^5; q^5)_\infty^2 = \frac{G(q)(q^{10}; q^{10})_\infty(q^5; q^5)_\infty}{(-q^5; q^5)_\infty} = G(q)(q^{10}; q^{10})_\infty \phi(-q^5),
\]

by (2.1.16) and (1.3.1). Thus, (4.2.19) follows. \( \square \)

Lemma 4.2.14. If \( \phi(-q) \) and \( H(q) \) are defined, respectively, by (1.3.1) and (2.1.17), then

\[
\phi(-q^5)H(q) = \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{(-q)^n}{1-q^{5n+3}}.
\]  

(4.2.20)

Proof. The proof is almost identical to the previous proof. Utilize (4.2.2) with \( z = -q \) and \( b = q^3 \). Therefore,

\[
\sum_{n=-\infty}^{\infty} \frac{(-q)^n}{1-q^{5n+3}} = \frac{(-q^4, -q, q^5, q^5; q^5)_\infty}{(-q, -q^4, q^2; q^4)_\infty} = H(q)(q^5; q^5)_\infty^2 = \phi(-q^5)H(q)(q^{10}; q^{10})_\infty,
\]

by (1.3.1) and (2.1.16), and so the proof is done. \( \square \)

4.3 The Relations Among \( M_i(q) \), \( 1 \leq i \leq 5 \)

Theorem 4.3.1. Recall that \( M_1(q), \ldots, M_5(q) \) are defined in (4.1.7)–(4.1.11). Then

\[
M_5(q) = 2M_3(q^2), \tag{4.3.1}
\]

\[
M_5(q) = -2M_2(q^2), \tag{4.3.2}
\]

\[
M_4(-q) = -M_3(q^2), \tag{4.3.3}
\]

\[
M_1(q^2) = -3M_3(q^2). \tag{4.3.4}
\]

Proof. We prove the four identities in order. We first prove (4.3.1). Using (4.1.11) and (4.1.9) and then Entry 2.4.7, we find that
\[ M_5(q) - 2M_3(q^2) = f_0(q) - 2\phi_0(-q^2) - \varphi(-q^5)G(q) \]
\[ + \frac{2(q^{10}; q^{10})_\infty G(q^4)H(q^2)}{H(q^2)} \]
\[ = -\varphi(-q)G(q) - \varphi(-q^5)G(q) + \frac{2(q^{10}; q^{10})_\infty G(q^4)H(q^2)}{H(q^4)} \]
\[ - \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 + q^{5n+1}} - \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - q^{5n+1}} \]
\[ + \frac{2}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - q^{10n+2}} \]
\[ = \frac{2}{(q^{10}; q^{10})_\infty} \left( - \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - q^{10n+2}} + \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - q^{10n+2}} \right) \]
\[ = 0, \quad (4.3.5) \]

where in the ante-penultimate line we employed Lemmas 4.2.1, 4.2.7, and 4.2.13, with \( q \) replaced by \( q^2 \), and in the penultimate line we combined the first two sums on the previous line. This completes the proof of (4.3.1).

We next turn to the proof of (4.3.2). By (4.1.11), (4.1.8), and Entry 2.4.6,
\[ M_5(q) + 2M_2(q^2) = f_0(q) + 2F_0(q^2) - 2 + 2q^2\psi(q^{10})H(q^4) - \varphi(-q^5)G(q) \]
\[ = \varphi(q)G(-q) + 2q^2\psi(q^{10})H(q^4) - \varphi(-q^5)G(q) \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - (-1)^n q^{5n+1}} - 2 \sum_{n=-\infty}^{\infty} \frac{q^{14n+8}}{1 - q^{20n+12}} \right) \]
\[ - \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - q^{5n+1}} \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( - \sum_{n=-\infty}^{\infty} \frac{(-q^2)^{2n+1}q^{10n+6}}{1 - q^{20n+12}} - 2 \sum_{n=-\infty}^{\infty} \frac{q^{14n+8}}{1 - q^{20n+12}} \right) \]
\[ = 0, \quad (4.3.6) \]

where Lemmas 4.2.1 (with \( q \) replaced by \(-q\), 4.2.7, and 4.2.13 were utilized in the ante-penultimate line, and the first and third sums were combined in the next line.

We establish (4.3.3). First using (4.1.10) and (4.1.9), second employing Entry 2.4.5, and third invoking Lemmas 4.2.1, 4.2.9 (with \( q \) replaced by \( q^2 \)), and 4.2.11 (with \( q \) replaced by \(-q\)), we find that
\[ M_4(-q) + M_3(q^2) \]
\[ = \psi_0(-q) + \phi_0(-q^2) - \frac{(q^{10}; q^{10})_\infty G(q^4)H(q^2)}{H(q^4)} + qH(-q)f(q^b, q) \]
\[ = \varphi(-q)G(q) - \frac{(q^{10}; q^{10})_\infty G(q^4)H(q^2)}{H(q^4)} + qH(-q)f(q^9, q) \]

\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 + q^{5n+1}} - \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - q^{10n+2}} + \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{7n+1}}{1 - q^{10n+2}} \right) \]

\[ = \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n(1 - q^{5n+1}) - (-q^2)^n + (-1)^n q^{7n+1}}{1 - q^{10n+2}} \]

\[ = 0, \quad (4.3.7) \]

which completes the proof of (4.3.3).

Finally, we prove (4.3.4). First, use (4.1.7) and (4.1.9). Second, we replace \( q \) by \( q^2 \) in Entry 2.4.9, add Entry 2.4.6, and lastly subtract Entry 2.4.7. Third, we apply Lemmas 4.2.1 (twice, but with \( q \) replaced by \(-q\) once), 4.2.5, and 4.2.12. Accordingly, we find that

\[
M_1(q^2) + 3M_3(q^2) = \chi_0(q^2) + 3\phi_0(-q^2) - 2 + A(q^2) - 3\frac{(q^{10}; q^{10})_\infty G(q^4)H(q^2)}{H(q^4)}
\]

\[ = \varphi(q)G(-q) + \varphi(-q)G(q) + A(q^2) - \frac{3(q^{10}; q^{10})_\infty G(q^4)H(q^2)}{H(q^4)} \]

\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - (-1)^n q^{5n+1}} + \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 + q^{5n+1}} \right)
\]

\[ + \sum_{n=-\infty}^{\infty} \frac{q^{2n}}{1 - q^{10n+2}} - 3 \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n}{1 - q^{10n+2}} \]

\[ = \frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{(-q^2)^n (1 + (-1)^n q^{5n+1}) + (1 - q^{5n+1}) + (-1)^n - 3}{1 - q^{10n+2}}. \]

We now observe that the even indexed terms vanish on the far right side above. Thus, replacing \( n \) by \( 2n + 1 \), we conclude that

\[
M_1(q^2) + 3M_3(q^2) = -\frac{1}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{4n+2}(-2 - 2q^{10n+6})}{1 - q^{20n+12}}
\]

\[ = \frac{2q^2}{(q^{10}; q^{10})_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{4n}}{1 - q^{10n+6}}
\]

\[ = 0, \quad (4.3.8) \]

by (4.2.2) with \( q \) replaced by \( q^2 \), and then with \( z = q^4 \) and \( b = q^6 \). This completes the proof of (4.3.4). \( \square \)

**Corollary 4.3.1.** If any one of \( M_i(q), 1 \leq i \leq 5 \), is identically equal to 0, then all are identically equal to 0.
4.3 The Relations Among $M_i(q)$, $1 \leq i \leq 5$

Proof. Corollary 4.3.1 follows immediately from (4.3.1)–(4.3.4).

In summary, note that the strategy above is to eliminate the presence of $\Phi(q)$. To obtain a more transparent proof of the mock theta conjectures, it would seem that we would need a better understanding of $\Phi(q)$.

Theorem 4.3.2. If $M_i(q)$, $6 \leq i \leq 10$, are defined by (4.1.14)–(4.1.18), then

\[
\begin{align*}
M_{10}(q) &= \frac{2}{q} M_8(q^2), \\ M_{10}(q) &= -\frac{2}{q} M_7(q^2), \\ M_9(q) &= -\frac{1}{q} M_8(q), \\ M_6(q) &= -3 M_5(q).
\end{align*}
\]

Proof. We prove these identities in order. To prove (4.3.9), we first use (4.1.18) and (4.1.16), second employ Entry 2.4.3, and third utilize Lemmas 4.2.2, 4.2.14, and 4.2.10 (with $q$ replaced by $q^2$) to deduce that

\[
M_{10}(q) - \frac{2}{q} M_8(q^2)
= f_1(q) + \frac{2}{q} \phi_1(-q^2) - \varphi(-q^5) H(q) + \frac{2q(q^{10}; q^{10})\infty G(q^2)H(q^4)}{G(q^4)}
\]

\[
= \varphi(-q) H(q) - \varphi(-q^5) H(q) + \frac{2q(q^{10}; q^{10})\infty G(q^2)H(q^4)}{G(q^4)}
\]

\[
= \frac{1}{(q^{10}; q^{10})\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{2n+1}}{1 + q^{5n+4}} - \sum_{n=-\infty}^{\infty} \frac{(-q)^n}{1 - q^{5n+3}} \right)
\]

\[
+ 2q \sum_{n=-\infty}^{\infty} \frac{(-q^4)^n}{1 - q^{10n+4}}
\]

\[
= \frac{1}{(q^{10}; q^{10})\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n}}{1 + q^{5n+4}} - \sum_{n=-\infty}^{\infty} \frac{(-q)^n}{1 - q^{5n+3}} \right)
\]

\[
+ 2q \sum_{n=-\infty}^{\infty} \frac{(-q^4)^n}{1 - q^{10n+4}},
\]

where we replaced $n$ by $-n - 1$ in the first sum in the penultimate line. We now note that (4.2.2) is symmetric in $b$ and $z$. Using this observation in the second and third sums on the far right side above, we find that
\[ M_{10}(q) - \frac{2}{q} M_7(q^2) \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{3n}}{1 + q^{5n+1}} - \sum_{n=-\infty}^{\infty} \frac{q^{3n}}{1 + q^{5n+1}} + 2q \sum_{n=-\infty}^{\infty} \frac{q^{4n}}{1 + q^{10n+4}} \right) \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( -2 \sum_{n=-\infty}^{\infty} \frac{q^{6n+3}}{1 + q^{10n+6}} + 2q \sum_{n=-\infty}^{\infty} \frac{q^{4n}}{1 + q^{10n+4}} \right) \]
\[ = 0, \quad \text{(4.3.13)} \]

upon the replacement of \( n \) by \(-n-1\) in the first sum of the antepenultimate line. This proves (4.3.9).

For the proof of (4.3.10), we first use (4.1.18) and (4.1.15), then we apply Entry 2.4.2, and lastly we invoke Lemmas 4.2.2 (with \( q \) replaced by \(-q\)), 4.2.14, and 4.2.8. Accordingly,

\[ M_{10}(q) + \frac{2}{q} M_7(q^2) = f_1(q) + 2qF_1(q^2) - \varphi(-q^5)H(q) - 2q\psi(q^{10})G(q^4) \]
\[ = \varphi(q)H(-q) - \varphi(-q^5)H(q) - 2q\psi(q^{10})G(q^4) \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{2n+1}}{1 + (-1)^n q^{5n+4}} - \sum_{n=-\infty}^{\infty} \frac{(-q)^n}{1 - q^{5n+3}} \right) \]
\[ + 2 \sum_{n=-\infty}^{\infty} \frac{q^{12n+9}}{1 - q^{20n+16}} \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{q^{3n}}{1 - (-1)^n q^{5n+1}} - \sum_{n=-\infty}^{\infty} \frac{q^{3n}}{1 + q^{5n+1}} \right) \]
\[ + 2 \sum_{n=-\infty}^{\infty} \frac{q^{12n+9}}{1 - q^{20n+16}} \]

where we replaced \( n \) by \(-n-1\) in the first sum and then used the symmetry in \( b \) and \( z \) from (4.2.2) in the second sum on the right-hand side of the next-to-last equality above. The odd indexed terms in the first two sums on the resulting right-hand side cancel. We then combine the first two sums and apply (4.2.2) twice, in the first time with \( q \) replaced by \( q^4 \), \( z = q^{16} \), and \( b = q^2 \), and in the second time with \( q \) replaced by \( q^2 \), \( z = q^{12} \), and \( b = q^{16} \). Hence,

\[ M_{10}(q) + \frac{2}{q} M_7(q^2) \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{q^{6n}}{1 - q^{10n+1}} - \sum_{n=-\infty}^{\infty} \frac{q^{6n}}{1 + q^{10n+1}} + 2q \sum_{n=-\infty}^{\infty} \frac{q^{12n+9}}{1 - q^{20n+16}} \right) \]
\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( 2 \sum_{n=-\infty}^{\infty} \frac{q^{16n+1}}{1 - q^{20n+2}} + 2 \sum_{n=-\infty}^{\infty} \frac{q^{12n+9}}{1 - q^{20n+16}} \right) \]
and so the proof of (4.3.10) is finished.

We turn now to the proof of (4.3.11). We use (4.1.17) and (4.1.16), then we apply Entry 2.4.1, and finally Lemmas 4.2.2 (with \(q\) replaced by \(-q\)), 4.2.12, and 4.2.10 (with \(q\) replaced by \(q^2\)). Hence,

\[
M_9(q) + \frac{1}{q} M_8(q^2)
= \psi_1(q) - \frac{1}{q} \phi_1(-q^2) - G(q) f(-q^7, -q^3) - \frac{q(q^{10}; q^{10})_\infty G(q^2) H(q^4)}{G(q^4)}
= \varphi(q) H(-q) - G(q) f(-q^7, -q^3) - \frac{q(q^{10}; q^{10})_\infty G(q^2) H(q^4)}{G(q^4)}
= \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{2n+1}}{1 - (-1)^n q^{6n+4}} - \sum_{n=-\infty}^{\infty} \frac{q^n}{1 - q^{10n+6}} \right)
= \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{q^{4n+1}}{1 + q^{10n+4}} - \sum_{n=-\infty}^{\infty} \frac{q^{4n+3}}{1 - q^{10n+9}} \right)
- \sum_{n=-\infty}^{\infty} \frac{q^n}{1 - q^{10n+6}} - \sum_{n=-\infty}^{\infty} \frac{q^{4n+1}}{1 - q^{10n+4}}
\]

where we separated the even and odd indexed terms in the first sum and applied the symmetry in \(b\) and \(z\) from (4.2.2) in the third sum in the penultimate equality. After cancellation, we apply (4.2.2) twice, the first time with \(q\) replaced by \(q^2\), \(z = q^4\), and \(b = q^9\), and the second time with \(q\) replaced by \(q^2\), \(z = q\), and \(b = q^6\). Therefore,

\[
M_9(q) + \frac{1}{q} M_8(q^2)
= \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} \frac{q^{4n+3}}{1 - q^{10n+9}} + \sum_{n=-\infty}^{\infty} \frac{q^n}{1 - q^{10n+6}} \right)
= \frac{1}{(q^{10}; q^{10})_\infty} \left( \frac{q^3(q^7, q^3, q^{10}, q^{10}; q^{10})_\infty + (q^7, q^3, q^{10}, q^{10}; q^{10})_\infty}{(q^4, q^6, q^9, q^{10}; q^{10})_\infty} \right)
= \frac{1}{(q^{10}; q^{10})_\infty} \left( \frac{q^3(q^7, q^{10}, q^{10}, q^{10}; q^{10})_\infty + (q^3, q^7, q^{10}, q^{10}; q^{10})_\infty}{(q, q^4, q^6, q^9; q^{10})_\infty} \right)
\]
we find that invoke Entry 2.4.10, and third we apply (2.3.8) and Entry 2.4.1. Accordingly, the proof of (4.3.11) is thus complete.

Finally, we prove (4.3.12). First, we apply (4.1.14) and (4.1.16), second we invoke Entry 2.4.10, and third we apply (2.3.8) and Entry 2.4.1. Accordingly, we find that

\[ M_6(q^2) + 3M_8(q^2) = 0. \]  

(4.3.15)

We now apply Lemmas 4.2.4, 4.2.2 (with \( q \) replaced by \(-q\)), 4.2.6 (with \( q \) replaced by \( q^2 \)), and 4.2.10 (with \( q \) replaced by \( q^2 \)). After doing so, we rewrite the first sum and separate the even and odd indexed terms in the second sum. Hence,

\[ M_6(q^2) + 3M_8(q^2) = \frac{1}{(q^{10}; q^{10})_\infty} \left( -2 \sum_{n=-\infty}^{\infty} q^{2n+1} \frac{q^{n+1}}{1 - q^{20n+6}} + 2 \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{2n+2}}{1 + (-1)^n q^{5n+4}} - \sum_{n=-\infty}^{\infty} q^{4n+2} \sum_{n=-\infty}^{\infty} \frac{(-q^4)^n}{1 - q^{10n+4}} \right) \]

\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} q^{n+1} \frac{(-1)^n (1 - (-1)^n)}{1 - q^{10n+6}} + 2 \sum_{n=-\infty}^{\infty} \frac{q^{4n+2}}{1 - q^{10n+4}} - 2 \sum_{n=-\infty}^{\infty} q^{4n+4} - \sum_{n=-\infty}^{\infty} \frac{q^{4n+2}}{1 - q^{10n+4}} - 3q^2 \sum_{n=-\infty}^{\infty} \frac{(-q^4)^n}{1 - q^{10n+4}} \right). \]

On the far right side above, we replace \( n \) by \(-n-1\) in the first sum, and employ the symmetry in \( b \) and \( z \) from (4.2.2) in both the second and third sums. We therefore arrive at

\[ M_6(q^2) + 3M_8(q^2) = \frac{1}{(q^{10}; q^{10})_\infty} \left( \sum_{n=-\infty}^{\infty} q^{3n+4} \frac{1 - (-1)^n}{1 - q^{10n+4}} + 2 \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{4n+2}}{1 - q^{10n+4}} \right). \]


\[ -2 \sum_{n=-\infty}^{\infty} \frac{q^{9n+4}}{1-q^{10n+4}} - \sum_{n=-\infty}^{\infty} \frac{q^{4n+2}}{1-q^{10n+4}} - 3 \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{4n+2}}{1-q^{10n+4}} \]

\[ = \frac{1}{(q^{10}; q^{10})_\infty} \left( -2 \sum_{n=-\infty}^{\infty} \frac{q^{18n+4}}{1-q^{20n+4}} - 2 \sum_{n=-\infty}^{\infty} \frac{q^{8n+2}}{1-q^{20n+4}} \right), \]

where we combined the first and third sums and then combined the second, fourth, and fifth sums. Next we make two applications of (4.2.2), the first with \( q \) replaced by \( q^4 \), \( z = q^{18} \), and \( b = q^4 \), and the second with \( q \) replaced by \( q^4 \), \( z = q^8 \), and \( b = q^4 \). Therefore,

\[ M_6(q^2) + 3M_8(q^2) = -2 \left( q^4(q^{22}, q^{-2}, q^{20}; q^{20})_\infty + q^2(q^{12}, q^8, q^{20}, q^{20}; q^{20})_\infty \right) \]

\[ = -\frac{2}{(q^{10}; q^{10})_\infty} \left( -q^2(q^{20}, q^{20})_\infty^2 + q^2(q^{20}, q^{20})_\infty^2 \right) \]

\[ = 0. \] (4.3.16)

Replacing \( q^2 \) by \( q \) above, we complete the proof of (4.3.12), and therefore also complete the proof of Theorem 4.3.2.

**Corollary 4.3.2.** If any one of the \( M_i(q) \), \( 6 \leq i \leq 10 \), is identically equal to \( 0 \), then all are identically equal to \( 0 \).

**Proof.** The desired result is an immediate consequence of (4.3.9)–(4.3.12). \( \square \)

### 4.4 Relations to Partitions

Entries 4.1.1 and 4.1.2 are all that Ramanujan stated concerning the relationship of the fifth order mock theta functions to \( \Phi(q) \) and \( \Psi(q) \). However, in [20], F. Garvan and the first author identified these results with assertions about partitions. We provide a brief account of these assertions.

Recall that the rank of a partition is equal to the largest part minus the number of parts; let \( N(b, m, n) \) denote the number of partitions of \( n \) with ranks congruent to \( b \) modulo \( m \).

Next, we observe that

\[ \chi_0(q) = \sum_{n=0}^{\infty} \frac{q^n}{(q^{n+1}; q)_n} = : \sum_{n=0}^{\infty} \rho_0(n) q^n, \] (4.4.1)

where \( \rho_0(n) \) is the number of partitions of \( n \) with unique smallest part, and all other parts do not exceed the double of the smallest part.

Furthermore,
\[
\chi_1(q) = \sum_{n=0}^{\infty} \frac{q^n}{(q^{n+1}; q)_{n+1}} = \frac{1}{1-q} + \sum_{n=1}^{\infty} \frac{q^n}{(q^{n+1}; q)_{n+1}} =: \frac{1}{1-q} + \sum_{n=1}^{\infty} \rho_1(n)q^n,
\]

where \(\rho_1(n)\) is the number of partitions of \(n\) with unique smallest part, and all other parts do not exceed the double of the smallest part plus 1.

**Theorem 4.4.1.** The assertion

\[M_1(q) = 0\]

is equivalent to

\[\rho_0(n) = N(1, 5, 5n) - N(0, 5, 5n),\]  

for \(n > 0\).

**Proof.** We rely on the work of Garvan [64] and Atkin and Swinnerton-Dyer [22]. We define

\[R_{b,c}(d) := \sum_{n=0}^{\infty} (N(b, 5, 5n + d) - N(c, 5, 5n + d)) q^n.\]

Garvan [64, equation (2.7.39)] proved that

\[R_{1,2}(0) = \Phi(q),\]

and Atkin and Swinnerton-Dyer [22, equation (6.12)] proved that

\[R_{0,2}(0) + 2R_{1,2}(0) = A(q) - 1,\]

where recall that \(A(q)\) is defined in (4.1.5). Hence, by (4.1.7), (4.4.5), and (4.4.6),

\[M_1(q) = \chi_0(q) - 2 - 3\Phi(q) + A(q)
= \chi_0(q) - 1 + R_{0,2}(0) - R_{1,2}(0)
= \chi_0(q) - 1 + R_{0,1}(0)
= \chi_0(q) - 1 - R_{1,0}(0),\]

where we have used the facts that

\[R_{b,c}(d) - R_{c,b}(d) = R_{b,c}(d)\]  

and

\[R_{b,c}(d) = -R_{c,b}(d).\]

Thus, by (4.4.7) and (4.4.4), the assertion \(M_1(q) = 0\) is equivalent to

\[\chi_0(q) = 1 + \sum_{n=1}^{\infty} (N(1, 5, 5n) - N(0, 5, 5n)) q^n.\]

Comparing the coefficients of \(q^n\) on both sides above completes the proof. □
Theorem 4.4.2. The assertion

\[ M_6(q) = 0 \]

is equivalent to the assertion

\[ 1 + \rho_1(n) = 2N(2, 5, 5n + 3) - N(1, 5, 5n + 3) - N(0, 5, 5n + 3), \quad (4.4.10) \]

for \( n > 0 \).

Proof. We note that Garvan [64, equation (2.7.40)] proved that

\[ R_{2,0}(3) = \frac{1}{q}\Psi(q), \quad (4.4.11) \]

and Atkin and Swinnerton-Dyer [22, equation (6.18)] proved that

\[ R_{0,1}(3) + R_{0,2}(3) = D(q) - 1, \quad (4.4.12) \]

where \( D(q) \) is defined in (4.1.12). Hence, by (4.1.14), (4.4.11), and (4.4.12),

\[
\frac{1}{q} M_6(q) = \chi_1(q) - \frac{3}{q}\Psi(q) - D(q) \\
= \chi_1(q) - 3R_{2,0}(3) - R_{0,1}(3) - R_{0,2}(3) - 1 \\
= \chi_1(q) - 1 - R_{2,0}(3) - R_{2,1}(3), \quad (4.4.13)
\]

where we invoked both (4.4.8) and (4.4.9). Hence, by (4.4.4) and (4.4.13), the assertion \( M_6(q) = 0 \) is equivalent to the statement

\[
\chi_1(q) = \frac{1}{1 - q} + \sum_{n=1}^{\infty} \rho_1(n)q^n \\
= 1 + \sum_{n=0}^{\infty} (N(2, 5, 5n + 3) - N(0, 5, 5n + 3))q^n \\
+ \sum_{n=0}^{\infty} (N(2, 5, 5n + 3) - N(1, 5, 5n + 3))q^n.
\]

A comparison of the coefficients of \( q^n \) concludes the proof.

We offer two examples to illustrate each theorem. Let \( n = 1 \) in (4.4.3) and (4.4.10). Then, \( \rho_0(1) = 1 \), and of the 7 partitions of 5, two have rank congruent to 1 modulo 5, namely, 3 + 2 and 1 + 1 + 1 + 1 + 1, and one has rank congruent to 0 modulo 5, namely, 3 + 1 + 1. Thus, 1 = -1, in agreement with (4.4.3). Also, \( \rho_1(1) = 1 \). We find that \( N(2, 5, 8) = 5 \), with the partitions of 8 having rank congruent to 2 modulo 5 being 8, 4 + 4, 5 + 2 + 1, 2 + 2 + 2 + 1 + 1, and 3 + 1 + 1 + 1 + 1 + 1. We also see that \( N(0, 5, 8) = N(1, 5, 8) = 4 \). The partitions of 8 with rank congruent to 0 modulo 5 are 7 + 1, 3 + 3 + 2, 4 + 2 + 1 + 1,
and $2 + 1 + 1 + 1 + 1 + 1 + 1$, while those with rank congruent to 1 modulo 8 are $4 + 3 + 1$, $4 + 2 + 2$, $5 + 1 + 1 + 1$, and $2 + 2 + 1 + 1 + 1$. Hence, the identity (4.4.10) is verified in this case by $1 + 1 = 2 \times 5 - 4 - 4 = 2$.

Andrews and Garvan [20] calculated further examples. Let $n = 5$ in (4.4.3). From their paper [20, p. 243], $N(1, 5, 25) = 393$, $N(0, 5, 25) = 390$, and $\rho_0(5) = 3$, with the relevant partitions being 5, 3 + 2, and 2 + 2 + 1. Hence, indeed, (4.4.3) holds when $n = 5$. Next, set $n = 4$ in (4.4.10). Then $N(2, 5, 23) = 252$, $N(1, 5, 23) = 250$, $N(0, 5, 23) = 251$, and $\rho_1(4) = 2$, with the partitions that we want being 4 and 3 + 1. Hence, the equation $1 + 2 = 2 \times 252 - 250 - 251$ verifies (4.4.10) when $n = 4$.

In conclusion, we remark that it would be of enormous interest to find bijective proofs of Theorems 4.4.1 and 4.4.1.
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Fifth Order Mock Theta Functions: Proof of the Mock Theta Conjectures

5.1 Introduction

In Chapter 2, Section 1, we defined Ramanujan’s ten fifth order mock theta functions, and in Chapter 4 we stated the ten mock theta conjectures. The point of the latter chapter was to reveal that the conjectures could be separated into two groups of 5 each and that the conjectures within each group are equivalent.

We shall therefore devote this chapter to proving one conjecture from each group. Namely, we shall prove (4.1.11) from the first group and (4.1.18) from the second. These are the mock theta conjectures related to

\[ f_0(q) := \sum_{n=0}^{\infty} q^{n^2} (-q; q)_{n} \tag{5.1.1} \]

and

\[ f_1(q) := \sum_{n=0}^{\infty} \frac{q^{n^2+n}}{(-q; q)_{n}} \tag{5.1.2} \]

respectively.

It should be pointed out that we have no hints whatsoever from Ramanujan on how to prove these conjectures. Indeed, the way in which he formulated them strongly suggests that the proofs given here may be very far from what Ramanujan had in mind.

The first part of this chapter is devoted to proving the following theorem.

**Theorem 5.1.1.** If \( f_0(q) \) and \( f_1(q) \) are defined by (5.1.1) and (5.1.2), respectively, then

\[
(q; q)_{\infty} f_0(q) = \sum_{r, s = -\infty \atop \text{sg}(r) = \text{sg}(s)}^{\infty} \text{sg}(r)(-1)^{(r-s)/2} q^{r+s + \frac{3}{8}(r+s)^2 + \frac{1}{4}(r+s)} \tag{5.1.3}
\]
and

$$(q; q)_{\infty} f_1(q) = \sum_{r, s, \geq -\infty} \text{sg}(r) (-1)^{(r-s)/2} q^{rs + \frac{3}{8}(r+s)^2 + \frac{3}{4}(r+s)}, \quad (5.1.4)$$

where

$$\text{sg}(n) = \begin{cases} 1, & \text{if } n \geq 0, \\ -1, & \text{if } n < 0. \end{cases} \quad (5.1.5)$$

Note that we wrote (5.1.3) and (5.1.4) in more conventional forms, i.e., without using $\text{sg}(n)$ and the parity of the indices, we would need to express each double series as a sum of four double series.

We note that in [12] results comparable to (5.1.3) and (5.1.4) are proved for six of the remaining fifth order mock theta functions, and S. Zwegers [140] has given the related results for the mock theta functions $\chi_0(q)$ and $\chi_1(q)$.

There is nothing in Ramanujan’s writing to suggest that he knew either (5.1.3) or (5.1.4). These identities form the foundation of the subsequent proofs of (4.1.11) and (4.1.18). This is the main reason for our suspicion that Ramanujan’s discovery and probable proof of the mock theta conjectures must be quite different from the one presented here, which is based closely and entirely on D. Hickerson’s original proof [78]. While this is not the shortest proof, it is nonetheless most in line with Ramanujan’s other assertions in the Lost Notebook.

More recently, A. Folsom [60] proved the mock theta conjectures by realizing each side of the conjectured identities as the holomorphic projection of a harmonic weak Maass form. In addition, Hickerson and E. Mortenson [80] have placed the mock theta conjectures in a very general setting, and Mortenson has found numerous applications of their general theory [106], [107].

### 5.2 Hecke-type Series for $f_0(q)$ and $f_1(q)$

First we require alternative formulations of (5.1.3) and (5.1.4).

**Lemma 5.2.1.** We have

$$\sum_{r, s, \geq -\infty} \text{sg}(r) (-1)^{(r-s)/2} q^{rs + \frac{3}{8}(r+s)^2 + \frac{1}{4}(r+s)}$$

$$= \sum_{n=0}^{\infty} (-1)^j (1 - q^{4n+2}) q^{n(5n+1)/2 - j^2} \quad (5.2.1)$$
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and

$$\sum_{\substack{r,s,=\infty \\
sg(r)=sg(s) \\
r \equiv s \pmod{2}}} \infty s(r-s)/q^{r+s+3/8(r+s)^2+3/4(r+s)}$$

$$= \sum_{n=0}^{\infty} (-1)^j (1-q^{2n+1})q^{n(5n+3)/2-j^2}. \tag{5.2.2}$$

Proof. We rewrite the right-hand sum of (5.2.1) as

$$R(q) := \sum_{n=0}^{\infty} (1-q^{4n+2})q^{n(5n+1)/2-j^2}$$

$$= \sum_{n=0}^{\infty} (1-q^{n+1})q^{(n+4)/2-j^2} - \sum_{n=0}^{\infty} (1-q^{n+1})q^{(5n+1)/2-j^2}$$

$$=: \sum_1 - \sum_2. \tag{5.2.3}$$

In $\sum_1$, set $n = (r+s)/2$ and $j = (r-s)/2$, where $r$ and $s$ have the same parity. Since, in fact, $r = n+j$ and $s = n-j$, we see that the condition $-n \leq j \leq n$ is equivalent to

$$-(r+s)/2 \leq (r-s)/2 \leq (r+s)/2, \quad \text{i.e.,} \quad r \geq 0 \text{ and } s \geq 0,$$

which automatically implies that $n = (r+s)/2 \geq 0$. Hence,

$$\sum_1 = \sum_{r,s,=\infty} (-1)^{(r-s)/2}q^{r+s+3/8(r+s)^2+3/4(r+s)}. \tag{5.2.4}$$

Next, in $\sum_2$, set $n = -(r+s+2)/2$ and $j = (r-s)/2$, where again $r$ and $s$ have the same parity. Since, in fact, $r = j-n-1$ and $s = -j-n-1$, we see that the condition $-n \leq j \leq n$ is equivalent to

$$(r+s+2)/2 \leq (r-s)/2 \leq -(r+s+2)/2, \quad \text{i.e.,} \quad r \leq -1 \text{ and } s \leq -1,$$

which automatically implies that $n = -(r+s+2)/2 \geq 0$. Hence,

$$\sum_2 = \sum_{r,s,=\infty} (-1)^{(r-s)/2}q^{r+s+3/8(r+s)^2+3/4(r+s)}. \tag{5.2.5}$$

Hence, putting (5.2.4) and (5.2.5) in (5.2.3), we complete the proof of (5.2.1).
The proof of (5.2.2) follows exactly the same steps as that of (5.2.1). The only change lies in the fact that the exponent on \( q \) in \( \sum_1 \) is increased by \( n \) and that in \( \sum_2 \) is decreased by \( n + 1 \). Consequently, the resulting exponent on \( q \) increases from \( \frac{(r + s)}{4} \) to \( 3\frac{(r + s)}{4} \). Thus, the proof of Lemma 5.2.1 is concluded.

To identify the expressions in (5.2.1) and (5.2.2) with \( f_0(q) \) and \( f_1(q) \), respectively, we require the weak form of Bailey’s Lemma [16, p. 582].

**Theorem 5.2.1 (Weak form of Bailey’s Lemma).** Two sequences \( \alpha_n \) and \( \beta_n \) satisfy

\[
\beta_n = \sum_{r=0}^{n} \frac{\alpha_r}{(q; q)_{n-r}(aq; q)_{n+r}} \quad (5.2.6)
\]

if and only if

\[
\sum_{n=0}^{\infty} a^n q^2 \beta_n = \frac{1}{(aq; q)_\infty} \sum_{n=0}^{\infty} a^n q^2 \alpha_n. \quad (5.2.7)
\]

Moreover, the relationship between \( \beta_n \) and \( \alpha_n \) given by (5.2.6) can be inverted [10], i.e.,

\[
\alpha_n = \frac{1}{1 - a} \sum_{j=0}^{n} (-1)^{n-j} (a; q)_{n+j} q^{(n-j)/2} \beta_j. \quad (5.2.8)
\]

The identity (5.2.7) is (5.2.2) of [18, p. 97] when we let \( \rho_1 \) and \( \rho_2 \) tend to infinity.

We now return to the two fifth order mock theta functions \( f_0(q) \) and \( f_1(q) \), defined in (5.1.1) and (5.1.2), respectively, which are central to the work in this chapter. We see immediately that if \( a = 1 \) and \( \beta_n = 1/(-q; q)_n \), then the left side of (5.2.7) becomes \( f_0(q) \), and when \( a = q \) and \( \beta_n = 1/(-q; q)_n \), then the left side of (5.2.7) becomes \( f_1(q) \). So, our next step is to find a useful formula for \( \alpha_n \) in these cases \( a = 1, q \) and \( \beta_n = 1/(-q; q)_n \). To accomplish this, we shall employ (5.2.8).

Comparing (5.1.3) with (5.2.1), we need to show that \( (q; q)_\infty f_0(q) \) is identical with the right side of (5.2.1). To do this, we need to show that when \( a = 1 \) and \( \beta_n = 1/(-q; q)_n \), then \( \alpha_0 = 1 \) and, for \( n \geq 1 \) in (5.2.7),

\[
\alpha_n = q^{n(3n+1)/2} \sum_{j=-n}^{n} (-1)^{j} q^{-j^2} - q^{n(3n-1)/2} \sum_{j=-n+1}^{n-1} (-1)^{j} q^{-j^2}. \quad (5.2.9)
\]

In more detail, replacing \( n \) by \( m + 1 \) in the second sum on the right side below, we find that

\[
\sum_{n=0}^{\infty} q^n \alpha_n = \sum_{n=0}^{\infty} q^{n^2} \left\{ q^{n(3n+1)/2} \sum_{j=-n}^{n} (-1)^{j} q^{-j^2} \right\}
\]
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\[
- q^{n(3n-1)/2} \sum_{j=-n+1}^{n-1} (-1)^j q^{-j^2}
\]

\[
= \sum_{n=0}^{\infty} q^{(5n^2+n)/2} \sum_{|j| \leq n} (-1)^j q^{-j^2} - \sum_{m=-1}^{\infty} q^{(5m^2+9m)/2} \sum_{|j| \leq m} (-1)^j q^{-j^2}
\]

\[
= \sum_{n=0}^{\infty} \sum_{|j| \leq n} (-1)^j (1-q^{4n+2}) q^{n(5n+1)/2-j^2}.
\]

Next, comparing (5.1.4) with (5.2.2), we see that to conclude that \((q; q)_\infty f_1(q)\) is identical with the right-hand side of (5.2.2), we need to show that when \(a = q\) and \(\beta_n = 1/(q; q)_n\) in (5.2.7), then \(\alpha_0 = 1\) and, for \(n \geq 1\),

\[
\alpha_n = \frac{1 - q^{2n+1}}{1-q} q^{n(3n+1)/2} \sum_{j=-n}^{n} (-1)^j q^{-j^2}. \quad (5.2.10)
\]

In more detail,

\[
\sum_{n=0}^{\infty} q^{n^2+n} \beta_n = \sum_{n=0}^{\infty} q^{n^2+n} \frac{1}{(-q; q)_n} = \frac{1}{(q^2; q)_\infty} \sum_{n=0}^{\infty} q^{n^2+n} \alpha_n
\]

\[
= \frac{1}{(q^2; q)_\infty} \sum_{n=0}^{\infty} q^{n^2+n} \frac{1 - q^{2n+1}}{1-q} q^{n(3n+1)/2} \sum_{j=-n}^{n} (-1)^j q^{-j^2}
\]

\[
= \frac{1}{(q; q)_\infty} \sum_{n=0}^{\infty} \sum_{|j| \leq n} (-1)^j (1-q^{2n+1}) q^{n(5n+3)/2-j^2}.
\]

We reiterate that we are required to show that when \(a = 1\), then \(\alpha_n\) given by (5.2.9) must be identical to that obtained from the inversion formula (5.2.8), and that when \(a = q\), then \(\alpha_n\) given by (5.2.10) must also be identical with (5.2.8).

We shall prove (5.2.9) and (5.2.10) via recurrences following [15]. First, we define

\[
\beta_n := \frac{(bq; q)_n}{(q^2; q^2)_n}. \quad (5.2.11)
\]

and

\[
\alpha_n(a, b, q) := \frac{1 - aq^{2n}}{1-a} \sum_{j=0}^{n} \frac{(-1)^{n-j} (a; q)_n + (bq; q)_j q^{(n-j)}}{(q; q)_{n-j}(q^2; q^2)_j}. \quad (5.2.12)
\]

If \(b = 1\),

\[
\alpha_n(a, 1, q) = \frac{1 - aq^{2n}}{1-a} \sum_{j=0}^{n} \frac{(-1)^{n-j} (a; q)_n + (q; q)_j q^{(n-j)}}{(q; q)_{n-j}(q^2; q^2)_j}
\]
\[
\frac{1 - aq^{2n}}{1 - a} \sum_{j=0}^{n} (-1)^{n-j} (a; q)_{n+j} \beta_j q^{(n-j)j} \frac{(q; q)_{n-j}}{(q; q)_{n-j}} = \alpha_n(a, q) = \alpha_n, \quad (5.2.13)
\]

by (5.2.8). As we shall see in what follows, we have introduced an extra parameter \(b\) as an aid in proving the necessary recurrence formula. Also let

\[
A_n(a, b) := \frac{1 - aq}{1 - aq^{2n+1}} \alpha_n(aq, bq). \quad (5.2.14)
\]

We claim that

\[
A_0(1, b) = 1, \quad A_1(1, b) = bq^2 - bq - q, \quad (5.2.15)
\]

and, for \(n > 1\),

\[
A_n(1, b) = (bq^{3n-1} - bq^n)A_{n-1}(1, b) + q^{4n-4}A_{n-2}(1, b). \quad (5.2.16)
\]

First, the verification of the first equality in (5.2.15) is trivial. Second, we note that

\[
A_1(1, b) = -1 + \frac{(q; q)_{2}(bq; q)_{1}}{(q^2; q^2)_{1}} = -1 + (1 - q)(1 - bq) = -q - bq + bq^2,
\]

and so the second equality in (5.2.15) has been verified. Third, we establish (5.2.16). We begin by noting that

\[
b(bq; q)_j = q^{-j-1}(-(bq; q)_{j+1} + (bq; q)_{j}).
\]

Hence, (5.2.16) may be rewritten as

\[
\sum_{j \geq 0} c(n, j)(bq; q)_j = (q^{3n-1} - q^n) \sum_{j \geq 0} c(n - 1, j)q^{-j-1}(-(bq; q)_{j+1} + (bq; q)_{j})
\]

\[
+ q^{4n-4} \sum_{j \geq 0} c(n - 2, j)(bq; q)_j, \quad (5.2.17)
\]

where

\[
c(n, j) := \frac{(-1)^{n-j}(q; q)_{n+j}q^{n-j}}{(q; q)_{n-j}(q^2; q^2)_{j}}. \quad (5.2.18)
\]

Note that \((bq; q)_j, 0 \leq j \leq n\), is a polynomial in \(b\) of degree \(j\), and that these \(n+1\) polynomials constitute a basis for the polynomials of degree \(\leq n\). Hence, (5.2.17) can be verified directly by comparing the coefficients of \((bq; q)_j\) on both sides. If we show that these coefficients, which are rational functions of \(q\), are equal, we complete the proof of (5.2.17) and therefore of (5.2.16) as well. To that end, if we equate coefficients of \((bq; q)_j\) in (5.2.17), we find that

\[
c(n, j) = -(q^{3n-1} - q^n)c(n - 1, j - 1)q^{-j} + (q^{3n-1} - q^n)c(n - 1, j)q^{-j-1}
\]

\[
+ q^{4n-4}c(n - 2, j). \quad (5.2.19)
\]
Using the definition (5.2.18), we divide out the common factor of
\[ \frac{(-1)^{n-j} (q;q)_{n+j-2}}{(q;q)_{n-j} (q^2;q^2)_j} \]
from each of the four expressions in (5.2.19) leaving us with the equation
\[
(1 - q^{n+j-1})(1 - q^{n+j})q^{\frac{n-j}{2}} = -(q^{3n-1} - q^n)q^{-j}(1 - q^{2j})q^{\frac{n-j}{2}} \\
- (q^{3n-1} - q^n)q^{-j-1}(1 - q^{n+j-1})(1 - q^{n-j})q^{\frac{n-j}{2}} \\
+ q^{4n-4}(1 - q^{n-j})(1 - q^{n-j})q^{\frac{n-j}{2}}. \tag{5.2.20}
\]
We now leave (5.2.20) for the reader to verify using (most likely) computer algebra.

Specializing (5.2.15) and (5.2.16), we see that
\[
A_n(1,1) = \begin{cases} 
1, & \text{if } n = 0, \\
q^2 - 2q, & \text{if } n = 1, \\
(q^{3n-1} - q^n)A_{n-1}(1,1) + q^{4n-4}A_{n-2}(1,1), & \text{if } n > 1.
\end{cases}
\tag{5.2.21}
\]
Now we note that if
\[
S_n := q^{n(3n+1)/2} \sum_{j=-n}^{n} (-1)^j q^{-j^2}, \tag{5.2.22}
\]
then
\[
S_0 = 1, \quad S_1 = q^2 - 2q, \tag{5.2.23}
\]
and, for \( n \geq 2 \),
\[
S_n - q^{3n-1}S_{n-1} = 2(-1)^n q^{n(n+1)/2}. \tag{5.2.24}
\]
Therefore, by (5.2.24),
\[
(S_n - q^{3n-1}S_{n-1}) + q^n (S_{n-1} - q^{3n-4}S_{n-2}) = 0. \tag{5.2.25}
\]
Thus, by (5.2.23) and (5.2.25), we deduce that
\[
S_n = \begin{cases} 
1, & \text{if } n = 0, \\
q^2 - 2q, & \text{if } n = 1, \\
(q^{3n-1} - q^n)S_{n-1} + q^{4n-4}S_{n-2}, & \text{if } n \geq 2.
\end{cases} \tag{5.2.26}
\]
Thus, by (5.2.21) and (5.2.26), \( A_n(1,1) \) and \( S_n \) satisfy the same initial conditions and recurrence relations. Therefore, \( A_n(1,1) = S_n, n \geq 0 \), and so by (5.2.14), (5.2.13), (5.2.12), and (5.2.8),
\[
S_n = A_n(1,1) = \frac{1 - q}{1 - q^{2n+1}} \alpha_n(q,q) = \frac{1 - q}{1 - q^{2n+1}} \alpha_n, \tag{5.2.27}
\]
or, by (5.2.27) and (5.2.22),

\[
\alpha_n = \frac{1 - q^{2n+1}}{1 - q} A_n(1, 1) = \frac{1 - q^{2n+1}}{1 - q} S_n
\]

\[
= \frac{1 - q^{2n+1}}{1 - q} q^{n(3n+1)/2} \sum_{j=-n}^{n} (-1)^j q^{-j^2}, \quad (5.2.28)
\]

in agreement with (5.2.10) in the case \( a = q \). Therefore, (5.2.10) follows from (5.2.28). In conclusion, we have shown that \( \alpha_n \) is given both by (5.2.8) and (5.2.28).

Lastly, the \( \alpha_n \) that is required in (5.2.9) is, by (5.2.8), given by

\[
\alpha_n = (1 - q^{2n}) \sum_{j=0}^{n} \frac{(-1)^{n-j}(q; q)_{n+j+1}}{(q; q)_{n-j}(-q; q)_{j}}. \quad (5.2.29)
\]

On the other hand, by (5.2.12) and (5.2.14),

\[
A_n(1, 1) - q^{2n-1} A_{n-1}(1, 1) = \sum_{j=0}^{n} \frac{(-1)^{n-j}(q; q)_{n+j}q^{(n-j)}}{(q; q)_{n-j}(-q; q)_{j}}
\]

\[
= \sum_{j=0}^{n} \frac{(-1)^{n-j}(q; q)_{n+j-1}q^{(n-j-1)}}{(q; q)_{n-j-1}(-q; q)_{j}}
\]

\[
\times \left(1 - q^{n+j} + q^{2n-1-n+j+1}(1 - q^{n-j})\right)
\]

\[
= (1 - q^{2n}) \sum_{j=0}^{n} \frac{(-1)^{n-j}(q; q)_{n+j-1}q^{(n-j)}}{(q; q)_{n-j}(-q; q)_{j}}. \quad (5.2.30)
\]

Comparing (5.2.30) with (5.2.29) and noting (5.2.27), we see that \( \alpha_n \) prescribed in (5.2.9) has been established.

This then completes the objective of this section, which was to show that \( f_0(q) \) can be represented by (5.2.3), and \( f_1(q) \) can be represented by (5.2.4). Because of their importance and for the convenience of later use, we record portions of these conclusions as a separate theorem.

**Theorem 5.2.2.** With \( f_0(q) \) and \( f_1(q) \) defined by (5.1.1) and (5.1.2), respectively,

\[
(q; q)_{\infty} f_0(q) = \sum_{r,s,=-\infty \atop \text{sg}(r)=\text{sg}(s) \atop r\equiv s \pmod{2}} \text{sg}(r)(-1)^{(r-s)/2} q^{rs+\frac{3}{8}(r+s)^2+\frac{1}{4}(r+s)} \quad (5.2.31)
\]
\[
(q; q)_\infty f_1(q) = \sum_{r, s = -\infty \atop s \equiv r \pmod{2}}^{\infty} \sg(r)(-1)^{(r-s)/2}q^{rs+\frac{3}{8}(r+s)^2+\frac{3}{4}(r-s)}
\tag{5.2.32}
\]

5.3 Theta Function Identities

In this section, we prove six identities related to Ramanujan’s theta functions, defined for \(|ab| < 1\) by

\[
f(a, b) := \sum_{n = -\infty}^{\infty} a^{n(n+1)/2}b^{n(n-1)/2} = (-a, -b, ab; ab)_\infty,
\tag{5.3.1}
\]

by Jacobi’s triple product identity [17, p. 13, Lemma 1.2.2]. We note the special case

\[
f(-q) := f(-q, -q^2) = \sum_{n = -\infty}^{\infty} (-1)^nq^{n(3n-1)/2} = (q; q)_\infty.
\tag{5.3.2}
\]

The latter equality is known as Euler’s pentagonal number theorem. While we often use the notation \(f(a, b)\), we shall also normally write out representations in terms of the products \((a; q)_\infty\) for ease of application.

For our first identity, we restate the Quintuple Product Identity [17, p. 14, Lemma 1.2.3 with \(\lambda = qx^{-3}\)].

**Lemma 5.3.1 (Quintuple Product Identity).** We have

\[
f(-qx^3, -q^2/x^3) + xf(-x^3q^2, -q/x^3) = \frac{f(-q)f(-x^2, -q/x^2)}{f(-x, -q/x)},
\]

or

\[
(qx^3, q^2/x^3, q^3; q^3)_\infty + x(x^3q^2, q/x^3, q^3; q^3)_\infty = \frac{(q; q)_\infty(x^2, q/x^2, q; q)_\infty}{(x, q/x, q; q)_\infty}.
\]

**Lemma 5.3.2 ([11]).** We have

\[
f(-x, -q/x)f(-y, -q/y) = f(xy, q^2/(xy))f(qy/x, qx/y) - xf(qxy, q/(xy))f(y/x, q^2x/y),
\]

or

\[
(x, q/x, y, q/y, q; q)_\infty = (-xy, -q^2/(xy), -qy/x, -qx/y, q^2, q^2; q^2)_\infty - x(-qxy, -q/(xy), -y/x, -q^2x/y, q^2, q^2; q^2)_\infty.
\]
Proof. To simplify our argument, we shall prove that
\[
\sum_{n=-\infty}^{\infty} (-1)^n z^n \alpha^n q^{n(n+1)/2} = \sum_{m=-\infty}^{\infty} (-1)^m z^m \beta^m q^{m(m+1)/2} \tag{5.3.3}
\]

\[
= \sum_{n=-\infty}^{\infty} \alpha^n \beta^{-n} q^{n^2} \sum_{N=-\infty}^{\infty} (\alpha \beta z^2)^N q^{N^2+N} \]

\[
- z^{-1} \sum_{n=-\infty}^{\infty} \alpha^n \beta^{-n-1} q^{n^2+n} \sum_{N=-\infty}^{\infty} (\alpha \beta z^2)^N q^{N^2},
\]
or equivalently,
\[
f \left( -z \alpha \frac{1}{z} \right) f \left( -z \beta q, -\frac{1}{z} \right) = f \left( \frac{\alpha q^2}{\beta}, \frac{\beta q}{\alpha} \right) f \left( \alpha \beta z^2 q^2, \frac{1}{\alpha \beta z^2} \right) \]

\[
- \frac{1}{z} f \left( \frac{\alpha q^2}{\beta}, \frac{\beta q}{\alpha} \right) f \left( \alpha \beta z^2 q^2, \frac{q}{\alpha \beta z^2} \right), \tag{5.3.4}
\]
and we easily see that (5.3.4) is the assertion of Lemma 5.3.2 with \( \alpha = 1/y, \beta = 1/x, \) and \( z = 1. \)

To prove (5.3.3), we begin by replacing \( m \) by \( m - n \) in the second sum (which is admissible because of the absolute convergence of the double series). Thus,
\[
\sum_{n=-\infty}^{\infty} (-1)^n z^n \alpha^n q^{n(n+1)/2} \sum_{m=-\infty}^{\infty} (-1)^m z^m \beta^m q^{m(m+1)/2} \]

\[
= \sum_{n=-\infty}^{\infty} (-1)^n z^n \alpha^n q^{n(n+1)/2} \sum_{m=-\infty}^{\infty} (-1)^{m-n} z^m \beta^m q^{-m(n-1)+n(m+1)/2} \]

\[
= \sum_{m=-\infty}^{\infty} (-1)^m z^m \beta^m q^{m(m+1)/2} \sum_{n=-\infty}^{\infty} \alpha^n \beta^{-n} q^{n^2-mn} \]

\[
= \sum_{m=-\infty}^{\infty} z^{2m} \beta^m q^{m^2+m} \sum_{n=-\infty}^{\infty} \alpha^n \beta^{-n} q^{(n-m)^2} \]

\[
- \sum_{m=-\infty}^{\infty} z^{2m} \beta^m q^{m^2} \sum_{n=-\infty}^{\infty} \alpha^n \beta^{-n} q^{(n-m)^2+(n-m)} \]

\[
= \sum_{m=-\infty}^{\infty} z^{2m} \beta^m \alpha^m q^{m^2+m} \sum_{n=-\infty}^{\infty} \alpha^n \beta^{-n} q^{n^2} \]

\[
- \frac{1}{z} \sum_{m=-\infty}^{\infty} z^{2m} \beta^m \alpha^m q^{m^2} \sum_{n=-\infty}^{\infty} \alpha^n \beta^{-n} q^{n^2+n},
\]
where in the last step we replaced \( n - m \) by \( n. \) This completes the proof of (5.3.3). \( \square \)
The next entry can be found in Ramanujan’s notebooks \[119\], \[23, p. 45, Lemma 29(ii)\].

**Lemma 5.3.3.** We have

\[
f(x, q/x)f(-y, -q/y) - f(-x, -q/x)f(y, q/y) = 2xf(-y/x, -q^2 x/y)f(-qxy, -q/(xy)),
\]

or

\[
(-x, -q/x, q, y, q/y, q; q)_\infty - (x, q/x, q, -y, -q/y, q; q)_\infty = 2x(y/x, q^2 x/y, q^2, qxy, q/(xy), q^2; q^2)_\infty.
\]

**Proof.** Replace \( x \) by \(-x\) in Lemma 5.3.2, then subtract this result from Lemma 5.3.2 with \( y \) replaced by \(-y\).

The next three lemmas require Ramanujan’s \( \psi_1 \) summation (4.2.1). If \(|b/a| < |t| < 1\), then

\[
\sum_{n=-\infty}^{\infty} \frac{(a; q)_n t^n}{(b; q)_n} = \frac{(b/a; q)_\infty (at; q)_\infty (q/(at); q)_\infty (q; q)_\infty}{(q/a; q)_\infty (b; q)_\infty (t; q)_\infty (b/(at); q)_\infty}.
\]

(5.3.5)

**Lemma 5.3.4.** If \(|q| < |x| < 1\), then

\[
\sum_{r=-\infty}^{\infty} \frac{x^r}{1 - yq^r} = \frac{f^3(-q)f(-xy, -q/(xy))}{f(-x, -q/x)f(-y, -q/y)} = \frac{(q, q, xy, q/(xy); q)_\infty}{(x, q/x, q, y, q/y; q)_\infty}.
\]

**Proof.** Set \( a = y, b = yq, \) and \( t = x \) in (5.3.5). Then multiply both sides by \((1 - y)^{-1}\) and recall that

\[
(x; q)_\infty (q/x; q)_\infty = \frac{1}{(q; q)_\infty} f(-x, -q/x).
\]

\( \square \)

Lemma 5.3.4 is another version of (4.2.2). It is also a special case of a very general theorem of S.H. Chan \[42\]. The next result rewrites Lemma 5.3.4 in a more useful form.

**Lemma 5.3.5.** We have

\[
\sum_{r,s=-\infty}^{\infty} \frac{sg(r)x^r y^s q^{rs}}{sg(r)=sg(s)} = \frac{f^3(-q)f(-xy, -q/(xy))}{f(-x, -q/x)f(-y, -q/y)} = \frac{(q, q, xy, q/(xy); q)_\infty}{(x, q/x, y, q/y; q)_\infty}.
\]
Proof. In light of the fact that the right-hand sides in Lemmas 5.3.4 and 5.3.5 are identical, we need only show that the identity of the left-hand sides. To that end,

\[
\sum_{r=-\infty}^{\infty} \frac{x^r}{1-yq^r} = \sum_{r=0}^{\infty} x^r \sum_{s=0}^{\infty} y^s q^{rs} - \sum_{r=-\infty}^{-1} \frac{x^r q^{-r-1}}{1-y^{-1} q^{-r}}
\]

\[
= \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \text{sg}(r) x^r y^s q^{rs} + \sum_{r=-\infty}^{-1} \text{sg}(r) x^r \sum_{s=1}^{\infty} y^{-s} q^{-rs}
\]

\[
= \sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \text{sg}(r) x^r y^s q^{rs} + \sum_{r=-\infty}^{-1} \sum_{s=-\infty}^{-1} \text{sg}(r) x^r y^s q^{rs}
\]

\[
= \sum_{r,s=-\infty}^{\infty} \text{sg}(r) x^r y^s q^{rs}.
\]

This completes the proof. \(\square\)

Finally in this section, we require a refinement of the previous lemma where parity is taken into account. Recall that Ramanujan’s function \(\varphi(q)\) is defined by

\[
\varphi(q) := f(q,q) = \sum_{n=-\infty}^{\infty} q^n.
\]

Lemma 5.3.6. We have

\[
\sum_{r,s=-\infty}^{\infty} \text{sg}(r) x^r y^s q^{rs}
\]

\[
= \varphi(-q^2) f(-qxy, -q/(xy)) f(qx/y, qy/x) f(x^2 y^2, -q^4/(x^2 y^2))
\]

\[
= \varphi(-q^2) (qxy, q/(xy), -qxy/y, -qy/x, q^2)_{\infty} (x^2 y^2, q^4, q^4)_{\infty}
\]

\[
= \varphi(-q^2) (qxy, q/(xy), -qxy/y, -qy/x, q^2)_{\infty} (x^2 y^2, q^4, q^4)_{\infty}
\]

\[
= \varphi(-q^2)(qxy, q/(xy), -qxy/y, -qy/x, q^2)_{\infty} (x^2 y^2, q^4, q^4)_\infty.
\]

Proof. Applying Lemma 5.3.5 twice, we find that

\[
\sum_{r,s=-\infty}^{\infty} \text{sg}(r) x^r y^s q^{rs}
\]

\[
= \sum_{r,s=-\infty}^{\infty} \text{sg}(r) x^r y^s q^{rs} + qxy \sum_{r,s=-\infty}^{\infty} \text{sg}(r) q^2 x^r y^s q^{4rs}
\]

\[
= \sum_{r,s=-\infty}^{\infty} \text{sg}(r) (q^2 x^r y^s q^{rs})(q^4)_{\infty}
\]

\[
= \sum_{r,s=-\infty}^{\infty} \text{sg}(r) (q^2 x^r y^s q^{rs})(q^4)_{\infty}
\]

\[
= \sum_{r,s=-\infty}^{\infty} \text{sg}(r) x^r y^s q^{rs}.
\]
Thus, we note that if we let \( F \) then
\[
\frac{f^3(-q^4) f(-x^2 y^2, -q^4/(x^2 y^2))}{f(-x^2, -q^4/x^2) f(-y^2, -q^4/y^2)} qxy 
\frac{f^3(-q^4) f(-q^4 x^2 y^2, -1/(x^2 y^2))}{f(-q^4 x^2, -q^4/x^2) f(-q^4 y^2, -q^4/y^2)}
\]
where we have used (4.1.3) and the Jacobi triple product identity (4.1.2) several times to rearrange reformulate the quotient of theta functions. The expression inside the large parentheses collapses to one term by Lemma 5.3.2, with \( q \) replaced by \( q^2 \), \( x \) replaced by \( q/(xy) \), and \( y \) replaced by \(-qx/y\). Consequently,
\[
\sum_{\substack{r,s=-\infty \\
sg(r) \equiv sg(s) \\
r \equiv s \pmod{2}}} \sum_{\substack{r,s=-\infty \\
sg(r) = sg(s) \\
r \equiv s \pmod{2}}} \frac{\phi(-q^2) f(-qxy, -q/(xy)) f(qx/y, qy/x) f(-x^2 y^2, -q^4/(x^2 y^2))}{f(-x^2, -q^2/x^2) f(-y^2, -q^2/y^2)}
\]
which is what we wanted to prove.

\( \square \)

### 5.4 Partial Fractions and Appell–Lerch Series

**Lemma 5.4.1.** Suppose that \( a \) and \( b \) are arbitrary real non-zero numbers. If
\[
F(z) := \frac{1}{f(-q^a z^b, -q^{m-a}/z^b)} = \frac{1}{(z^b q^a; q^m)^\infty (z^{-b} q^{m-a}; q^m)^\infty (q^m; q^m)^\infty},
\]
then \( F(z) \) is meromorphic for \( z \neq 0 \), with simple poles at all points \( z_0 \) such that \( z_0^a = q^{km-a} \) for some integer \( k \), where we take the real positive root of the foregoing equality. The residue of \( F(z) \) at \( z_0 \) is equal to
\[
\frac{(-1)^{k-1} q^{mk(k-1)/2} z_0}{b(q^m; q^m)^3}.\]

**Proof.** We note that if we let \( z = z_0 x \), then
\[
F(z) = \frac{1}{(x^b q^{km}; q^m)^\infty (x^{-b} q^{m-km}; q^m)^\infty (q^m; q^m)^\infty}
\]
\[
= \frac{1}{(-1)^k q^{-mk(k-1)/2} x^{-bk} (x^b; q^m)^\infty (x^{-b} q^{m-k}; q^m)^\infty (q^m; q^m)^\infty}
\]
Thus,
\[ \lim_{x \to 1} (x - 1) F(z) = \lim_{x \to 1} \frac{(x - 1)(-1)^k q^{mk(k-1)/2} x^{bk}}{(1 - x^b)(x^b q^m; q^m)_{\infty}(x - b q^m; q^m)_{\infty}(q^m; q^m)_{\infty}} \]
\[ = \left( -1 \right)^k q^{mk(k-1)/2} \lim_{x \to 1} \frac{x - 1}{1 - x^b} \]
\[ = \left( -1 \right)^{k-1} q^{mk(k-1)/2} \frac{\left( q^m; q^m \right)_3}{b(1 - x^b)} \].

If we remember that \( z = z_0 x \), we see that the desired result follows from above. \[\square\]

**Lemma 5.4.2.** Suppose that \( F(z) = F(z, q) \) is analytic for all \( z \neq 0 \), and assume that there is a constant \( C \neq 0 \) and a positive integer \( n \) such that
\[ F(qz) = C z^{-n} F(z). \tag{5.4.1} \]
Then, for certain constants \( C_r, 0 \leq r \leq n - 1 \),
\[ F(z) = \sum_{r=0}^{n-1} F_r z^r (C^{-1} q^r z^n, C q^{n-r} z^{-n}) \]
\[ = \sum_{r=0}^{n-1} F_r z^r (C^{-1} q^r z^n, -C q^{n-r} z^{-n}, q^n; q^n)_{\infty}. \tag{5.4.2} \]

If, in addition, \( n \) is odd and exceeds 1, \( C = \pm 1 \), and
\[ F(z^{-1}) = -C z^{-n} F(z), \tag{5.4.3} \]
then
\[ F(z) = \sum_{r=0}^{(n-1)/2} F_r (C q^r z^n, C q^{n-r} z^{-n}) \]
\[ -C z^{n-r} f(C q^r z^n, C q^{n-r} z^n). \tag{5.4.4} \]

**Proof.** We write
\[ F(z) = \sum_{r=-\infty}^{\infty} F_r z^r, \quad 0 < |z| < \infty. \tag{5.4.5} \]
Substituting (5.4.5) into (5.4.1) and equating coefficients of \( z^r, -\infty < r < \infty \), we deduce that
\[ F_{r+n} = C^{-1} q^r F_r. \tag{5.4.6} \]
It follows by mathematical induction that, for all positive integers \( n \) and integers \( k \),
\[ F_{r+kn} = C^{-k} q^{k+nk(k-1)/2} F_r. \tag{5.4.7} \]
Hence,
\[
F(z) = \sum_{r=0}^{n-1} \sum_{k=-\infty}^{\infty} F_{r+kn} z^{r+kn}
\]
\[
= \sum_{r=0}^{n-1} \sum_{k=-\infty}^{\infty} C^{-k} q^{rk+nk(k-1)/2} F_{r} z^{r+kn}
\]
\[
= \sum_{r=0}^{n-1} F_{r} z^{r} \sum_{k=-\infty}^{\infty} q^{nk(k-1)/2} (C^{-1} q^{r} z^{n})^{k}
\]
\[
= \sum_{r=0}^{n-1} F_{r} z^{r} f(C^{-1} q^{r} z^{n}, C q^{n-r} z^{-n}),
\] (5.4.8)

which is (5.4.2).

To establish (5.4.4), we substitute (5.4.5) into (5.4.3). Then, equating coefficients of $z^{-r}$, $-\infty < r < \infty$, we find that
\[
F_{r} = -C F_{n-r}.
\] (5.4.9)

Hence, by (5.4.9) and (5.4.6),
\[
F_{0} = -C F_{n} = -C C^{-1} q^{0} F_{0} = -F_{0};
\]
so $F_{0} = 0$. Hence, replacing $r$ by $n-r$ in the second sum on the right-hand side below, we find from (5.4.8) that
\[
F(z) = \left( \sum_{r=1}^{(n-1)/2} + \sum_{r=(n+1)/2}^{n-1} \right) F_{r} z^{r} f(C^{-1} q^{r} z^{n}, C q^{n-r} z^{-n})
\]
\[
= \sum_{r=1}^{(n-1)/2} \left( F_{r} z^{r} f(C^{-1} q^{r} z^{n}, C q^{n-r} z^{-n}) + F_{n-r} z^{n-r} f(C^{-1} q^{n-r} z^{n}, C q^{r} z^{-n}) \right)
\]
\[
= \sum_{r=1}^{(n-1)/2} \left( F_{r} z^{r} f(C q^{r} z^{n}, C q^{n-r} z^{-n}) - C F_{r} z^{n-r} f(C q^{n-r} z^{n}, C q^{r} z^{-n}) \right),
\]
by (5.4.9) and the fact that $C = C^{-1}$. Hence, we deduce (5.4.4) from the last equality above.

\textbf{Lemma 5.4.3.} If we define
\[
g(x, q) := \frac{1}{x} \left( -1 + \sum_{n=0}^{\infty} \frac{q^{n}}{(x; q)_{n+1}(q/x; q)_{n}} \right),
\] (5.4.10)

then
\[
g(x, q) = \sum_{n=1}^{\infty} \frac{q^{n(n-1)}}{(x; q)_{n}(q/x; q)_{n}} = \frac{1}{(q; q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^{n} q^{3n(n+1)/2}}{1 - x q^{n}}.
\] (5.4.11)
Proof. The second of these assertions is a restatement of equation (1.3.13). As for the first, we see that

\[
\begin{align*}
&\frac{1}{x} \left( -1 + \sum_{n=0}^{\infty} \frac{q^n z}{(x; q)_{n+1}(q/x; q)_n} \right) - \sum_{n=1}^{\infty} \frac{q^{n(n-1)}}{(x; q)_n(q/x; q)_n} \\
&= \frac{1}{1-x} - \sum_{n=1}^{\infty} \frac{(x^{-1}q^n - (1-xq^n))q^{n(n-1)}}{(x; q)_{n+1}(q/x; q)_n} \\
&= \frac{1}{1-x} - \sum_{n=1}^{\infty} \frac{(-1-xq^n)(1-x^{-1}q^n) + q^{2n})q^{n(n-1)}}{(x; q)_{n+1}(q/x; q)_n} \\
&= \frac{1}{1-x} - \sum_{n=1}^{\infty} \frac{q^{n(n-1)}}{(x; q)_{n+1}(q/x; q)_n} + \sum_{n=1}^{\infty} \frac{q^{n(n+1)}}{(x; q)_{n+1}(q/x; q)_n} \\
&= -\sum_{n=0}^{\infty} \frac{q^{n(n+1)}}{(x; q)_{n+1}(q/x; q)_n} + \sum_{n=0}^{\infty} \frac{q^{n(n+1)}}{(x; q)_{n+1}(q/x; q)_n} \\
&= 0.
\end{align*}
\]

Thus, the proof is complete.\[\square\]

Lemma 5.4.4. The function \(g(x, q)\) is the coefficient of \(z^0\) in the Laurent series expansion of

\[
A(z) := A(z, x, q) := \frac{(xz, q/(xz), q; q)_{\infty}(z, q^3/z, q^3; q^3)_{\infty}}{(x, q/x, z, q/z; q)_{\infty}}
\]

in the annulus \(|q| < |z| < 1\).

Proof. We apply Lemma 5.3.4. Therefore, for \(|q| < |z| < 1\),

\[
(q; q)_{\infty} A(z) = \sum_{r=0}^{\infty} z^r \frac{1}{1-xq^r} \sum_{s=-\infty}^{\infty} (-1)^s q^{3s(s-1)/2} z^s,
\]

and the coefficient of \(z^0\) above is clearly equal to

\[
\sum_{r=-\infty}^{\infty} (-1)^r \frac{q^{3r(r+1)/2}}{1-xq^r} = (q; q)_{\infty} g(x, q),
\]

by Lemma 5.4.3. Dividing both sides above by \((q; q)_{\infty}\), we obtain the desired result.\[\square\]

Lemma 5.4.5. For \(g(x, q)\) defined in Lemma 5.4.3 and \(A(z)\) defined in Lemma 5.4.4,

\[
A(z) = (x^3 z, q^3/(x^3 z), q^3; q^3)_{\infty} g(x, q)
\]

\[
- \sum_{k=-\infty}^{\infty} (-1)^k q^{3k(k+1)/2} x^{3k+1} z^{k+1} \frac{1}{1-zq^{3k+1}} - \sum_{k=-\infty}^{\infty} (-1)^k q^{3k(k+3)/2+1} x^{-3k-1} z^{-k-1} \frac{1}{1-z^{-1}q^{3k+1}}.
\]
Next, we calculate the residues of $M$ and $A$.

**Proof.** Let

$$L(z) := \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{3r(r+1)/2}x^{-3r+1}z^{-r+1}}{1 - z q^{3r+1}}$$

and

$$M(z) := \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{3r(r+3)/2+1}x^{-3r-1}z^{-r-1}}{1 - z^{-1} q^{3r+1}}.$$ 

Next, we define

$$F(z) := A(z) + L(z) + M(z).$$

It follows that

$$F(q^3z) = -x^{-3}z^{-1}F(z),$$

because each of $A(z)$, $L(z)$, and $M(z)$ is easily shown to satisfy the functional equation (5.4.13).

Our next step is to show that $F(z)$ is analytic for all $z \neq 0$ (so that we may apply Lemma 5.4.2 to $F(z)$). We note that $L(z)$ and $M(z)$ are meromorphic for $z \neq 0$. The function $L(z)$ has simple poles at $z = q^{3k-1}$ and that $M(z)$ has simple poles at $z = q^{3k+1}$ for every integer $k$. If we now calculate the residues, we find that at $z = q^{3k-1}$, the residue of $L(z)$ is given by

$$\lim_{z \to q^{3k-1}} (z - q^{3k-1})L(z) = \lim_{z \to q^{3k-1}} (z - q^{3k-1})\frac{(-1)^k q^{3k(k-1)/2}x^{-3k+1}z^{-k+1}}{1 - z q^{3k+1}}$$

$$= (-1)^{k-1} q^{-3k^2+7k-2}/x^{-3k}.$$ 

Also, the residue of $A(z)$ at $z = q^{3k-1}$ is given by

$$\lim_{z \to q^{3k-1}} (z - q^{3k-1})A(z) = (-1)^k q^{(-3k^2+11k-4)/2}x^{-1}.$$ 

Next, we calculate the residues of $M(z)$ and $A(z)$ at $z = q^{3k+1}$. First, for $M(z)$, this residue is given by

$$\lim_{z \to q^{3k+1}} (z - q^{3k+1})M(z) = \lim_{z \to q^{3k+1}} (z - q^{3k+1})\frac{(-1)^k q^{3k(k+3)/2+1}x^{-3k-1}z^{-k-1}}{1 - z^{-1} q^{3k+1}}$$

$$= (-1)^k q^{(-3k^2+7k+2)/2}x^{-3k-1}.$$ 

Furthermore, the residue of $A(z)$ at $z = q^{3k+1}$ is seen to be

$$\lim_{z \to q^{3k+1}} (z - q^{3k+1})A(z) = (-1)^{k+1} q^{(-3k^2+7k+2)/2}x^{-3k-1}.$$ 

Thus, we see that all the possible poles of $F(z)$ are, in fact, removable. I.e., $F(z)$ is analytic for all $z$ except for $z = 0$. In addition, $F(z)$ satisfies equation...
and so we may apply Lemma 5.4.2 with \( n = 1, \ C = -x^{-3}, \) and \( q \) replaced by \( q^3 \). Consequently,

\[
F(z) = F_0(x^3 z, q^3/(x^3 z), q^3; q^3)_\infty,
\]

where \( F_0 \) is the coefficient of \( z^0 \) in the Laurent expansion of \( F(z) \) around \( z = 0 \).

Examining \( L(z) \), we see that \( z^0 \) can only possibly arise from the term with \( r = -1 \), namely,

\[
-x^{-2} \frac{1}{1 - z/q^2} = x^{-2} z^{-1} q^2 = x^{-2} \sum_{m=1}^{\infty} q^{2m} z^{-m}.
\]

Since the coefficient of \( z^0 \) is absent here as well, we see that the coefficient of \( z^0 \) in \( L(z) \) is 0.

Similarly, for \( M(z) \), we see that \( z^0 \) can only possibly arise from the term with \( r = -1 \), to wit

\[
-x^2 \frac{1}{1 - 1/(q^2 z)} = x^2 z \frac{1}{1 - q^2 z} = \frac{x^2}{q^2} \sum_{m=1}^{\infty} (q^2 z)^m,
\]

and so we see that the coefficient of \( z^0 \) in \( M(z) \) is also equal to 0. Hence, by (5.4.12), we see that \( F_0 \), the coefficient of \( z^0 \) in \( F(z) \) must be the coefficient of \( z^0 \) in \( A(z) \), which by Lemma 5.4.4, is \( g(x, q) \). In summary,

\[
F_0 = g(x, q).
\] (5.4.14)

The conclusion for Lemma 5.4.5 now follows from (5.4.14), (5.4.12), and the definitions of \( L(z) \) and \( M(z) \). \( \square \)

### 5.5 Proof of the Mock Theta Conjectures

The six results in this section (five lemmas and the main theorem) tie the functions \( f_0(q) \) and \( f_1(q) \) to a variety of theta functions and expansions involving instances of \( g(x, q) \).

Define

\[
B(z) := B(z, q) := \frac{z(1 - z, -q/z, q; q)_\infty(z, q^3/z, q^3; q^3)_\infty}{(z, q^3/z, q^3; q^3)_\infty}
\] (5.5.1)

We note that \( B(z) \) is meromorphic for \( z \neq 0 \) with simple poles at \( z = q^{6k+2} \) for each integer \( k \). Furthermore,

\[
B(q^6 z) = -z^{-5} B(z), \quad (5.5.2)
\]

\[
B(z^{-1}) = z^{-5} B(z). \quad (5.5.3)
\]
Our goal is to derive two representations for \( B(z) \). One is given in Lemma 5.5.2 and involves the two fifth order mock theta functions \( f_0(q) \) and \( f_1(q) \). The second is found in Lemma 5.5.4 and involves the function \( A(z) \), first defined in Lemma 5.4.4, and the representation for \( A(z) \) from Lemma 5.4.5. We note that this representation for \( B(z) \) involves the function \( g(x, q) \). As we shall see later, two special cases for \( g(x, q) \) yield the functions \( \Phi(q) \) and \( \Psi(q) \) appearing in the mock theta conjectures. Each of the two representations for \( B(z) \) readily yield 5-dissections for \( B(z) \), each dissection involving the same two generalized Lambert series. Of course, these dissections must be the same. In particular, we equate the functions of \( z^5 \) that are multiplied by the powers \( z \) and \( z^2 \), namely, \( B_1(z^5) \) and \( B_2(z^5) \), respectively. We then equate the coefficients of \( z^0 \) in the two representations for \( B_1(z^5) \) to deduce the first mock theta function identity (4.1.11), and we equate the coefficients of \( z^0 \) in the two representations for \( B_2(z^5) \) to derive the second mock theta function identity (4.1.18). Readers will now see why the method used to prove the mock theta function conjectures is called the "constant term method."

**Lemma 5.5.1.** In the annulus, \(|q^2| < |z| < 1\), the coefficient of \( z \) in the Laurent series for \( B(z) \) is equal to \( qf_0(q) \), and the coefficient of \( z^2 \) is equal to \( f_1(q) \).

**Proof.** By Lemma 5.3.6, with \( x = -\sqrt{z} \) and \( y = \sqrt{z} \), and by (1.3.1), we see that

\[
\sum_{r, s = -\infty}^{\infty} \sum_{r \equiv s \pmod{2}} \sg(r) (-1)^{r} z^{(r+s)/2} q^{rs} = (q^2; q^2)_\infty (-qz, -q/z, q, q^2)_\infty (z^2, q^4/z^2, q^4; q^4)_\infty
\]

\[
= \frac{(-z, -q/z, q, q)_\infty (q; q)_\infty}{(z^2, q^2/z^2; q^2)_\infty}.
\]

(5.5.4)

Therefore, by (5.5.1) and (5.5.4),

\[
(q; q)_\infty B(z) = \frac{z^2 (q; q)_\infty (-z, -q/z, q, q)_\infty (z, q^3/z, q^3; q^3)_\infty}{(z, q^2/z; q^2)_\infty} \quad (5.5.5)
\]

\[
= z^2 \sum_{r, s = -\infty}^{\infty} \sum_{r \equiv s \pmod{2}} \sg(r) (-1)^{r} z^{(r+s)/2} q^{rs} \sum_{t = -\infty}^{\infty} (-1)^t q^{3t(t-1)/2} z^t.
\]

(5.5.6)

In the sequel, we use the notation \( [z^n] \) to denote the coefficient of \( z^n \). The coefficient of \( z \) in (5.5.5) is obtained by taking \( t = -(r + s + 2)/2 \) and is thus
\[
[z](q; q) \sum_{r, s = -\infty}^{\infty} \sgn(r)(-1)^{(r-s)/2+1} q^{rs + \frac{3}{8}(r+s)^2 + \frac{1}{4}(r+s)+1}.
\] (5.5.7)

Replacing \( r \) and \( s \) by \(-1\) and \(-1\), respectively, and observing that \( \sgn(-1 - r) = -\sgn(r) \), we see that we can write (5.5.7) as
\[
[z](q; q) \sum_{r, s = -\infty}^{\infty} \sgn(r)\sgn(s) r \equiv s \mod 2 \sgn(r)(-1)^{(r-s)/2} q^{rs + \frac{3}{8}(r+s)^2 + \frac{1}{4}(r+s)+1} = q(q; q) f_0(q),
\] by (5.2.31) of Theorem 5.2.2. This last equality is equivalent to the first assertion of Lemma 5.5.1.

Similarly, to obtain the coefficient of \( z^2 \) in (5.5.5), we take \( t = -(r+s)/2 \) and find immediately that
\[
[z^2](q; q) \sum_{r, s = -\infty}^{\infty} \sgn(r)\sgn(s) r \equiv s \mod 2 \sgn(r)(-1)^{(r-s)/2} q^{rs + \frac{3}{8}(r+s)^2 + \frac{3}{4}(r+s)} = (q; q) f_1(q),
\] by (5.2.32) in Theorem 5.2.2. The foregoing equality is equivalent to the second assertion in Lemma 5.5.1.

Our next lemma provides a representation of \( B(z) \) that isolates each pole.

**Lemma 5.5.2.** If \( B(z) \) is defined in (5.5.1), then
\[
B(z) = q f_0(q) \left( z(q^6 z^5, q^{24} / z^5, q^{30} ; q^{30}) \infty + z^4(q^{24} z^5, q^6 / z^5, q^{30} ; q^{30}) \infty \right) + f_1(q) \left( z^2(q^{12} z^5, q^{18} / z^5, q^{30} ; q^{30}) \infty + z^3(q^{18} z^5, q^{12} / z^5, q^{30} ; q^{30}) \infty \right) + L(z) + M(z),
\]
where
\[
L(z) = 2 \sum_{r = -\infty}^{\infty} \frac{(-1)^r q^{15r^2 + 15r + 3} z^{5r + 5}}{1 - q^{6r + 3} z},
\] (5.5.8)
\[
M(z) = 2 \sum_{r = -\infty}^{\infty} \frac{(-1)^r q^{15r^2 + 15r + 3} z^{-5r}}{1 - q^{6r + 3} z^{-1}}.
\] (5.5.9)

**Proof.** We define
\[
F(z) = B(z) - L(z) - M(z).
\] (5.5.10)
If follows directly that
Thus, the coefficients of $z$ only term that could produce coefficients for $z$ since the residue of $F(z)$ with $r$ functional equations (5.5.11) and (5.5.12) now guarantee that $F(z)$ series expansion of $z$ produces a coefficient for $z$ or $z^2$ for all $L(z)$.

Next, the residue at $z = q^2$ for $M(z)$ can only arise from the term when $r = 0$, and so

$$\lim_{z \to q^2} (z - q^2) M(z) = \lim_{z \to q^2} (z - q^2) \frac{2q^3}{1 - q^2/z} = 2q^5.$$ (5.5.14)

Since $L(z)$ does not have a pole at $z = q^2$, we see from (5.5.13) and (5.5.14) that the residue of $F(z)$ at $z = q^2$ is 0, i.e., $F(z)$ is analytic at $q^2$. The functional equations (5.5.11) and (5.5.12) now guarantee that $F(z)$ is analytic for all $z \neq 0$.

Since $L(z)$ does not have a pole at $z = q^2$, we see from (5.5.13) and (5.5.14) that the residue of $F(z)$ at $z = q^2$ is 0, i.e., $F(z)$ is analytic at $q^2$. The functional equations (5.5.11) and (5.5.12) now guarantee that $F(z)$ is analytic for all $z \neq 0$.

Hence, by Lemma 5.4.2; equation (5.4.1) with $q$ replaced by $q^6$, $n = 5$, and $C = -1$; and (5.5.11) and (5.4.4):

$$F(z) = F_1 \left(z(q^6 z^5, q^{24}/z^5, q^{30}; q^{30})_\infty + z^4(q^{24}/z, q^6/z^5, q^{30}; q^{30})_\infty \right) + F_2 \left(z^5(q^{12}/z^5, q^{18}/z^5, q^{30}; q^{30})_\infty + z^3(q^{18}/z^5, q^{12}/z^5, q^{30}; q^{30})_\infty \right),$$

where $F_1$ and $F_2$ are the coefficients of $z$ and $z^2$, respectively, in the Laurent series expansion of $F(z)$.

Now an examination of $L(z)$ reveals that the only possible term that could produce a coefficient for $z$ or $z^2$ is for $r = -1$, and this term is

$$-\frac{2q^3}{1 - z/q^2} = 2q^7 z^{-1} \sum_{n=0}^{\infty} q^{4n} z^{-n} - \sum_{n=0}^{\infty} q^{4n} z^{-n}.$$ 

Thus, the coefficients of $z$ and $z^2$ in $L(z)$ are both equal to 0. Similarly, the only term that could produce coefficients for $z$ and $z^2$ in $M(z)$ arises from the term with $r = 0$, which is

$$2q^3 \sum_{n=0}^{\infty} q^{2n} z^{-n}.$$ 
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Thus, these coefficients of $z$ and $z^2$ are 0 as well.

Hence, $F_1$ and $F_2$ equal the coefficients of $z$ and $z^2$, respectively, in $B(z)$, and by Lemma 5.5.1, these are $qf_0(q)$ and $f_1(q)$, respectively. This completes the proof of Lemma 5.5.2.  

We now turn to a result which was stated as Lemma 2.3.1 in [19, p. 18]. We did not prove this result there because we were attempting to avoid proofs that seemed rather distant from the way that Ramanujan did things. However, we truly have no evidence of how or whether Ramanujan proved the mock theta conjectures. (We have faith that he had a proof, but we have no evidence.) This lemma of Atkin and Swinnerton-Dyer [22] will greatly facilitate our work; so we include it here with a proof.

Lemma 5.5.3. Let $f(z)$ be an analytic function of $z$, except possibly for a finite number of poles in every annulus $0 < r_1 \leq |z| \leq r_2$. Suppose that for certain constants $A \neq 0$ and $w$, with $0 < |w| < 1$, and for some integer $n$ (possibly positive, 0, or negative) that $f(wz) = Az^n f(z)$, (5.5.15) identically in $z$. Then either $f(z)$ has $n$ more poles than zeros in $|w| < |z| \leq 1$, or $f(z)$ vanishes identically.

Proof. Suppose that $f(z)$ is not identically equal to 0. Then $f(z)$ must have only a finite number of zeros in any region $0 < r_1 \leq |z| < r_2$. We now choose $\epsilon > 0$ so that $f(z)$ has no poles or zeros in $1 < |z| \leq 1 + \epsilon$, and so therefore none in $|w| < |z| \leq |w|(1 + \epsilon)$. Let $C$ and $C'$ denote the positively oriented circles $|z| = 1 + \epsilon$ and $|z| = |w|(1 + \epsilon)$, respectively. Then $f(z)$ has the same numbers of poles and zeros in $|w| < |z| \leq 1$ as it has in the region between $C$ and $C'$. Let $N_Z$ and $N_P$ denote the number of zeros and the number of poles, respectively, of $f(z)$ in the region between these two circles. Thus, by the argument principle [136, p. 119], we see that the excess of the number of poles of $f(z)$ in $|w| < |z| \leq 1$ over zeros is

$$N_P - N_Z = -\frac{1}{2\pi i} \int_C f'(z) f(z)^{-1} dz + \frac{1}{2\pi i} \int_{C'} f'(z) f(z)^{-1} dz = -\frac{1}{2\pi i} \int_C f'(z) f(z)^{-1} dz + \frac{1}{2\pi i} \int_C \frac{d}{dz} f(wz) f(wz)^{-1} dz = -\frac{1}{2\pi i} \int_C f'(z) f(z)^{-1} dz + \frac{1}{2\pi i} \int_C \left( \frac{f'(z)}{f(z)} + \frac{n}{z} \right) dz = \frac{1}{2\pi i} \int_C \frac{n}{z} dz = n,$$

where in the penultimate step we used (5.5.15).  

□
Corollary 5.5.1. Suppose that $F(z)$ is analytic for $z \neq 0$ and satisfies (5.4.1) with $C \neq 0$. Then either $F(z)$ has exactly $n$ zeros in $|q| < |z| \leq 1$ or $F(z) \equiv 0$ for all $z$.

Proof. In Lemma 5.5.3, take $w = q$ and $A = C$, replace $n$ by $-n$, and note that $F(z)$ does not have any poles. □

Lemma 5.5.4. For $1 \leq r \leq 4$, we define

$$G_r(z) := \frac{q^{(r-2)^2}z^r \varphi(-q^5)(q^{2r}, q^{5-2r}, q^5)_{\infty}(q^{6r}z^5, q^{30-6r}/z^5, q^{30}; q^{30})_{\infty}}{(q; q)_{\infty}}$$

and

$$H_r(z) := -2q^3z^r A(z^5, q^{2r}, q^{10})$$

$$= -2q^3z^r \frac{(q^{10}; q^{10})_{\infty}(q^{2r}z^5, q^{10-2r}/z^5, q^{10})_{\infty}(z^5, q^{30}/z^5, q^{30}; q^{30})_{\infty}}{(q^{2r}; q^{10})_{\infty}(z^5, q^{10}/z^5, q^{10})_{\infty}},$$

where $A(z, x, q)$ is defined in Lemma 5.4.4. Furthermore, define

$$H_0(z) := \frac{2q^3(q^{10}; q^{10})_{\infty}(z^{10}, q^{30}/z^{10}, q^{30}; q^{30})_{\infty}}{(z^5, q^{10}/z^5, q^{10})_{\infty}}.$$

If $z \neq 0, \omega q^{2k}$, where $\omega$ is an arbitrary fifth root of unity and $k$ is any integer, then

$$B(z) = G_1(z) + G_2(z) - G_3(z) - G_4(z) + \sum_{r=0}^{4} H_r(z),$$

where $B(z)$ is defined in (5.5.1).

Proof. Let

$$V(z) := B(z) - G_1(z) - G_2(z) + G_3(z) + G_4(z) - \sum_{r=0}^{4} H_r(z).$$

Our lemma is equivalent to showing that $V(z)$ is identically equal to 0.

Now each of $B(z)$, $G_r(z)$, and $H_r(z)$ satisfies the functional equation

$$f(q^6z) = -z^{-5}f(z).$$

Also, $B(z)$ and $H_0(z)$ satisfy the equation

$$f(z^{-1}) = z^{-5}f(z).$$

Furthermore, for $1 \leq r \leq 4$,

$$G_r(z^{-1}) = -z^{-5}G_{5-r}(z),$$
while, for $0 \leq r \leq 4$,
\[ H_r(z^{-1}) = z^{-5} H_{5-r}(z). \]
Therefore,
\[ V(q^5z) = -z^{-5}V(z) \quad (5.5.20) \]
and
\[ V(z^{-1}) = z^{-5}V(z). \quad (5.5.21) \]

Next, we observe that $V(z)$ is meromorphic for $z \neq 0$ with, at most, simple poles at the points $z = \omega q^6 k \pm \frac{2}{5}$, where $\omega$ is any fifth root of unity and $k$ is any integer. We will now show that the residue at each possible pole is actually equal to 0. This, in turn, reveals that $V(z)$ is analytic for all $z \neq 0$.

We begin with $z = \omega q^2$. By (5.5.13), the residue of $B(z)$ at $q^2$ is equal to $2q^5$, and $B(z)$ is analytic at $z = \omega q^2$ if $\omega \neq 1$. The functions $G_r(z)$, $1 \leq r \leq 4$, are analytic for $z \neq 0$. For $1 \leq r \leq 4$, the residue of $H_r(z)$ at $z = \omega q^2$ equals, by (5.5.17) and Lemma 5.4.5,
\[ \lim_{z \to \omega q^2} (z - \omega q^2) H_r(z) = \lim_{z \to \omega q^2} (z - \omega q^2) (-2q^3 z^r A(z^5, q^{2r}, q^{10})) \]
\[ = \lim_{z \to \omega q^2} (z - \omega q^2) 2q^3 z^r q^{10-2r} z^{-5} \]
\[ = \frac{2\omega r+1}{5} q^5. \]

When $r = 0$, we see that the residue of $H_0(z)$, given by (5.5.18), at $z = \omega q^2$ is
\[ \lim_{z \to \omega q^2} (z - \omega q^2) H_0(z) = \frac{2q^3(q^{10}; q^{10})_\infty (q^{10}, q^{20}, q^{30}; q^{30})_\infty}{(q^{10}, q^{10}; q^{10})_\infty} \lim_{z \to \omega q^2} (z - \omega q^2) \]
\[ = \frac{2q^3}{5q^{-2}2\omega^{-1}} = \frac{2\omega q^5}{5}. \]

Therefore, the residue of $V(z)$ at $z = q^2$ is equal to
\[ 2q^5 - \sum_{r=0}^{4} \frac{2}{5} q^5 = 0, \]
and at $z = \omega q^2$, with $\omega \neq 1$, is equal to
\[ 0 - \sum_{r=0}^{4} \frac{2}{5} \omega r+1 q^5 = 0. \]

Hence, $V(z)$ is analytic at $z = \omega q^2$, for any fifth root of unity, and by the functional equations (5.5.20) and (5.5.21), $V(z)$ is analytic at all $z = \omega q^{6k \pm 2}$ and thus analytic for all $z \neq 0$.

Now we shall invoke Corollary 5.5.1 with $C = -1$, $n = 5$, and $q$ replaced by $q^6$. By Corollary 5.5.1, we see that $V(z)$ is identically 0 (as desired), provided
that we can find six zeros of $V(z)$ inside $|q^6| < |z| \leq 1$. We shall show that, in fact, $V(z) = 0$ for $z = -q, -q^2, \pm q^3, -q^4, \text{ and } -q^5$. This will complete the proof of our lemma.

By (5.5.20) and (5.5.21),

$$V(q^6 z^{-1}) = -z^5 V(z^{-1}) = -V(z).$$

Hence,

$$V(\pm q^3) = 0, \quad (5.5.22)$$

$$V(-q^4) = V(-q^2), \quad (5.5.23)$$

$$V(-q^5) = -V(-q). \quad (5.5.24)$$

Hence, we will have the six desired zeros provided that we can show that

$$V(-q) = V(-q^2) = 0. \quad (5.5.25)$$

By (5.5.17), with $1 \leq r \leq 4$, and by (4.1.3),

$$H_{5-r}(z) = \frac{z^{5-2r} f(-q^{10-2r} z^5, -q^{2r} / z^5)}{f(-q^{2r} z^5, -q^{10-2r} / z^5)} = -q^{2r} z^{-2r} f(-q^{-2r} z^5, -q^{2r+10} / z^5) / f(-q^{2r} z^5, -q^{10-2r} / z^5).$$

Thus,

$$H_{5-r}(-q^k) / H_r(-q^k) = -\frac{q^{2r-2r k} f(q^{5k-2r}, q^{2r+10-5k})}{f(q^{5k+2r}, q^{10-2r-5k})}. \quad (5.5.26)$$

If $k = 1$, the identity above gives

$$H_{5-r}(-q) / H_r(-q) = -\frac{f(q^{5-2r}, q^{2r+5})}{f(q^{5+2r}, q^{5-2r})} = -1,$$

while if $k = 2$, we obtain, upon an application of (4.1.3),

$$H_{5-r}(-q^2) / H_r(-q^2) = -\frac{q^{-2r} f(q^{10-2r}, q^{2r})}{f(q^{10+2r}, q^{-2r})} = -\frac{f(q^{-2r}, q^{2r+10})}{f(q^{10+2r}, q^{-2r})} = -1. \quad (5.5.26)$$

The last two equations imply that

$$\sum_{r=1}^{4} H_r(-q^k) = 0.$$

We note that, by (5.5.1),

$$B(-q^k) = 0.$$

It thus remains to examine
\[ V(-q^k) = -G_1(-q^k) - G_2(-q^k) + G_3(-q^k) + G_4(-q^k) - H_0(-q^k) \quad (5.5.26) \]

\[ = \left( -G_1(-q^k) + G_4(-q^k) \right) + \left( -G_2(-q^k) + G_3(-q^k) \right) - H_0(-q^k) \]

\[ = \frac{\varphi(-q^5)}{(q; q)_\infty} \left\{ q^{k+1}(q^2, q^3, q^5; q^5)_\infty \left\{ \left\{ -q^{5k+6}, -q^{24-5k}, q^{30}; q^{30}\right\}_\infty \right. \right. \]

\[ - q^{3k}(q^{5k+24}, q^{6-5k}, q^{30}; q^{30})_\infty \}

\[ - q^{2k}(q, q^4, q^5; q^5)_\infty \left\{ \left\{ -q^{5k+12}, -q^{18-5k}, q^{30}; q^{30}\right\}_\infty \right. \right. \]

\[ - q^k(-q^{5k+18}, -q^{12-5k}, q^{30}; q^{30})_\infty \} \left\} - H_0(-q^k). \]

In the two cases of interest here, namely, \( k = 1, 2 \), the two product differences reduce to one product by Lemma 5.3.1, the quintuple product identity. In particular, if we replace \( q \) by \( q^{10} \) and then set \( x = -q^3 \) in Lemma 5.3.1, we find that

\[ (-q^{11}, -q^{19}, q^{30}; q^{30})_\infty - q^3(-q^{29}, -q, q^{30}; q^{30})_\infty \]

\[ = \frac{(q^{10}, q^{10})_\infty (q^6, q^4, q^{10}; q^{10})_\infty}{(-q^3, -q^7, q^{10}; q^{10})_\infty}. \quad (5.5.27) \]

If we replace \( q \) by \( q^{10} \) and then set \( x = -q \) in Lemma 5.3.1, we deduce that

\[ (-q^{17}, -q^{13}, q^{30}; q^{30})_\infty - q(-q^{23}, -q^7, q^{30}; q^{30})_\infty \]

\[ = \frac{(q^{10}, q^{10})_\infty (q^2, q^8, q^{10}; q^{10})_\infty}{(-q, -q^9, q^{10}; q^{10})_\infty}. \quad (5.5.28) \]

Replacing \( q \) by \( q^{10} \), then setting \( x = -q^2 \) in Lemma 5.3.1, and invoking (4.1.3), we deduce that

\[ (-q^{16}, -q^{14}, q^{30}; q^{30})_\infty - q^6(-q^{34}, -q^{-4}, q^{30}; q^{30})_\infty \]

\[ = \frac{(q^{10}, q^{10})_\infty (q^6, q^4, q^{10}; q^{10})_\infty}{(-q^2, -q^8, q^{10}; q^{10})_\infty}. \quad (5.5.29) \]

Lastly, replacing \( q \) by \( q^{10} \), then setting \( x = -q^4 \) in Lemma 5.3.1, and applying (4.1.3), we arrive at

\[ (-q^{22}, -q^8, q^{30}; q^{30})_\infty - q^2(-q^{28}, -q^2, q^{30}; q^{30})_\infty \]

\[ = \frac{(q^{10}, q^{10})_\infty (q^8, q^2, q^{10}; q^{10})_\infty}{(-q^4, -q^6, q^{10}; q^{10})_\infty}. \quad (5.5.30) \]

Consequently, returning to (5.5.26) when \( k = 1 \) and invoking (5.5.27) and (5.5.28), we see that
\[ V(-q) = \frac{q^2 \varphi(-q^5)}{(q; q)_\infty} \left\{ \frac{f(-q^2, -q^3)(q^{10}; q^{10})_\infty f(-q^4, -q^6)}{f(q^3, q^7)} - \frac{f(-q^2, -q^3)(q^{10}; q^{10})_\infty f(-q^7, -q^8)}{f(q, q^9)} \right\} - H_0(-q). \] (5.5.31)

We shall put the two quotients in curly brackets above under one common denominator. To that end, by the Jacobi triple product identity (4.1.2),

\[ f(q^3, q^7) f(q, q^9) = (-q^3, -q^7, q^{10}, -q, -q^9, q^{10}; q)_\infty \] (5.5.32)

\[ = \frac{(-q; q^2)_\infty(q^{10}; q^{10})^2}{(-q^3; q^{10})_\infty} = \frac{(q^2; q^4)_\infty(q^{10}; q^{10})_\infty (q^5; q^{10})_\infty}{(q^2; q^4)_\infty(q^{10}; q^{20})_\infty}. \]

In the numerator of (5.5.31), we have

\[
\begin{align*}
&f(-q^2, -q^3) f(-q^4, -q^6) f(q, q^9) - f(-q, -q^4) f(-q^2, -q^8) f(q^3, q^7) \\
&= (q^2, q^7, q^3, q^8, q^5, q^{10}, q^4, q^6, q^{10}; q^{10})_\infty f(q, q^9) \\
&\quad - (q^5, q^6, q^4, q^9, q^7, q^{10}, q^2, q^8, q^{10}; q^{10})_\infty f(q^3, q^7) \\
&= (q^5; q^{10})_\infty (q^2, q^4, q^6, q^8, q^{10}; q^{10})_\infty \\
&\quad \times \{(q^3, q^7, q^{10}; q^{10})_\infty f(q, q^9) - (q^2, q^{10}; q^{10})_\infty f(q^3, q^7)\} \\
&= (q^5; q^{10})_\infty (q^2; q^2)_\infty \left\{ f(-q^2, -q^7) f(q, q^9) - f(-q, -q^9) f(q^3, q^7) \right\}.
\end{align*}
\] (5.5.33)

We now apply Lemma 5.3.3 with \( q \) replaced by \( q^{10} \), and then with \( x = q \) and \( y = q^9 \) to deduce, via the Jacobi triple product identity (4.1.2), that

\[
\begin{align*}
f(-q^3, -q^7) f(q, q^9) - f(-q, -q^9) f(q^3, q^7) &= 2q f(-q^2, -q^{18}) f(-q^{14}, -q^6) \\
&= 2q (q^2, q^{18}, q^{20}, q^{14}, q^6, q^{20}; q^{20})_\infty \\
&= 2q (q^2; q^4)_\infty (q^{20}; q^{20})^2 (q^{10}; q^{20})_\infty.
\end{align*}
\] (5.5.34)

Now put (5.5.34) into (5.5.33), and then put (5.5.32) and (5.5.33) into (5.5.31) to finally conclude that
\begin{align*}
V(-q) &= \frac{q^2 \phi(-q^5)(q^{10}; q^{10})_{\infty}(q^{10}; q^{20})_{\infty}(q^2; q^2)_{\infty}(q^5; q^{10})_{\infty}(q^2; q^2)_{\infty}}{(q; q)_{\infty}(q^2; q^4)_{\infty}(q^{10}; q^{10})_{\infty}(q^5; q^{10})_{\infty}} \\
&\times \frac{2q(q^2; q^4)_{\infty}(q^{20}; q^{20})_{\infty}}{(q^{10}; q^{20})_{\infty}} - H_0(-q) \\
&= 2q^3 \phi(-q^5)(q^{20}; q^{20})_{\infty} - H_0(-q) \\
&= 2q^3 \left\{ \frac{(q^5; q^{10})_{\infty}(q^{20}; q^{20})_{\infty}}{(q^{10}; q^{10})_{\infty}} - \frac{(q^{10}; q^{10})_{\infty}^2}{(q^{10}; q^{20})_{\infty}^2} \right\} \\
&= 2q^3 \left\{ \frac{(q^5; q^{10})_{\infty}^2}{(q^{10}; q^{20})_{\infty}^2} - \frac{(q^5; q^{10})_{\infty}^2}{(q^{10}; q^{20})_{\infty}^2} \right\} = 0.
\end{align*}

where in the third equality above we used (1.3.1) and the definition of $H_0(z)$ from (5.5.18). Thus, we have demonstrated that the first portion of (5.5.25) holds.

For $k = 2$, we return to (5.5.26). Invoking (5.5.29) and (5.5.30) below and also employing (4.1.3), we find that

\begin{align*}
V(-q^2) &= \frac{q^3 \phi(-q^5)}{(q; q)_{\infty}} \left\{ f(-q^2, -q^3) \left\{ f(q^{16}, q^{14}) - q^6 f(q^{34}, q^{-4}) \right\} \\
&- q^2 f(-q, -q^4) \left\{ f(q^{22}, q^8) - q^2 f(q^{28}, q^2) \right\} \right\} - H_0(-q^2) \\
&= \frac{q^4 \phi(-q^5)(q^{10}; q^{10})_{\infty}}{(q; q)_{\infty}} \left\{ \frac{f(-q^2, -q^3) f(-q^4, -q^6)}{f(q^2, q^8)} \\
&- \frac{q^2 f(-q, -q^4) f(-q^2, -q^8)}{f(q^4, q^6)} \right\} - H_0(-q^2). \tag{5.5.35}
\end{align*}

As in the case when $k = 1$, we combine the two quotients in curly brackets on the right-hand side above. We first examine the denominator, which is given by

\begin{align*}
f(q^2, q^8) f(q^4, q^6) &= (-q^2, -q^4, q^{10}, -q^4, -q^6, q^{10}; q^{10})_{\infty} \tag{5.5.36} \\
&= \frac{(-q^2; q^2)_{\infty}(q^{10}; q^{10})_{\infty}^2}{(-q^{10}; q^{10})_{\infty}^2} = \frac{(q^4; q^4)_{\infty}(q^{10}; q^{10})_{\infty}^3}{(q^2; q^2)_{\infty}(q^{20}; q^{20})_{\infty}^2}
\end{align*}

We next examine the numerator. Applying below Lemma 5.3.2 with $q$ replaced by $-q^5$, and then with $x = q$ and $y = -q^2$ and the Jacobi triple product identity (4.1.2) several times, we find that

\begin{align*}
f(-q^2, -q^3) f(-q^4, -q^6) f(q^4, q^6) &= q f(-q, -q^4) f(-q^2, -q^8) f(q^2, q^8) \\
&= (q^2, q^7, q^3, q^8, q^{10}, q^4, q^6, q^{10}; q^{10})_{\infty} f(q^4, q^6) \\
&\quad - q(q, q^6, q^4, q^5, q^{10}, q^2, q^8, q^{10}; q^{10})_{\infty} f(q^2, q^8)
\end{align*}
Hence, the second part of (5.5.25) holds. We have therefore proved that
\( B \) is valid.

\[ \text{Proof.} \]

Theorem 5.5.1 (The Mock Theta Conjectures). Equations (4.1.11) from the first group and (4.1.18) from the second group in Chapter 4 are valid.

\[ \text{Proof.} \] Lemmas 5.5.2 and 5.5.4 each provide a 5-dissection of the function \( B(z) \). Equating the coefficients of \( z \) and \( z^2 \) in these two different representations for \( B(z) \) enables us to complete our proofs of the Mock Theta Conjectures.
We see that Lemma 5.5.2 allows us to decompose $B(z)$ in the form

$$B(z) = \sum_{j=0}^{4} z^j B_j(z^5),$$

where, as we shall demonstrate,

$$B_1(z^5) = q f_0(q)(q^6 z^5, q^{24}/z^5, q^{30}; q^{30}) \infty + 2 \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2 + 21r + 55} z^{5r + 5}}{1 - q^{50r + 10} z^5} + 2 \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2 + 39r + 111} z^{-5r - 5}}{1 - q^{50r + 10} z^5} \quad (5.5.38)$$

and

$$B_2(z^5) = f_1(q)(q^{12} z^5, q^{18}/z^5, q^{30}; q^{30}) \infty + 2 \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2 + 27r + 7} z^{5r + 5}}{1 - q^{50r + 10} z^5} + 2 \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2 + 33r + 11} z^{-5r - 5}}{1 - q^{50r + 10} z^5}. \quad (5.5.39)$$

The identities (5.5.38) and (5.5.39) follow from Lemma 5.5.2 once we observe that

$$\frac{1}{1 - q^{6r+2} z} = \frac{1}{1 - q^{50r+10} z^5} \sum_{j=0}^{4} z^j q^{(6r+2)j}$$

and

$$\frac{1}{1 - q^{6r+2} z^{-1}} = \frac{z^{-5}}{1 - q^{50r+10} z^{-5}} \sum_{j=1}^{5} z^j q^{(6r+2)(5-j)}.$$

On the other hand, by Lemma 5.5.4,

$$B_1(z^5) = z^{-1} (G_1(z) + H_1(z)) \quad (5.5.40)$$

and

$$B_2(z^5) = z^{-2} (G_2(z) + H_2(z)) \quad (5.5.41)$$

By Lemma 5.4.5,
From (5.4.10), we see that also identical.

Observe from (5.5.42) that the contributions of the generalized Lambert series by (4.1.6). Putting (5.5.47) into (5.5.46) and using (2.1.16), we see that from (5.5.44), and dividing both sides by $q$

$$A(z^5, q^2, q^{10}) = (q^6 z^5, q^{24}/z^5, q^{30}; q^{30}) \varphi(q^2, q^{10})$$

$$- \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2+21r+2} z^{5r+5}}{1 - q^{30r+10} z^{5}} - \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2+39r+8} z^{-5r-5}}{1 - q^{30r+10} z^{-5}} \quad (5.5.42)$$

and

$$A(z^5, q^4, q^{10}) = (q^{12} z^5, q^{18}/z^5, q^{30}; q^{30}) \varphi(q^4, q^{10})$$

$$- \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2+27r+4} z^{5r+5}}{1 - q^{30r+10} z^{5}} - \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2+33r+9} z^{-5r-5}}{1 - q^{30r+10} z^{-5}}. \quad (5.5.43)$$

Put (5.5.42) into (5.5.40) and put (5.5.43) into (5.5.41) to deduce, respectively, that

$$B_1(z^5) = \frac{q\varphi(-q^5)(q^6 z^5, q^{24}/z^5, q^{30}; q^{30}) \varphi(q^2, q^{10})}{(q^2; q^2) \varphi(q^5, q^5) (q^3; q^3) \varphi(q^4, q^4)}$$

$$- 2q^3 (q^{12} z^5, q^{18}/z^5, q^{30}; q^{30}) \varphi(q^4, q^{10})$$

$$+ 2 \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2+21r+5} z^{5r+5}}{1 - q^{30r+10} z^{5}} + 2 \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2+39r+11} z^{-5r-5}}{1 - q^{30r+10} z^{-5}} \quad (5.5.44)$$

and

$$B_2(z^5) = \frac{\varphi(-q^5)(q^{12} z^5, q^{18}/z^5, q^{30}; q^{30}) \varphi(q^4, q^{10})}{(q^2; q^2) \varphi(q^5, q^5) (q^3; q^3) \varphi(q^4, q^4)}$$

$$- 2q^3 (q^{12} z^5, q^{18}/z^5, q^{30}; q^{30}) \varphi(q^4, q^{10})$$

$$+ 2 \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2+27r+7} z^{5r+5}}{1 - q^{30r+10} z^{5}} + 2 \sum_{r=-\infty}^{\infty} \frac{(-1)^r q^{15r^2+33r+9} z^{-5r-5}}{1 - q^{30r+10} z^{-5}}. \quad (5.5.45)$$

Observe from (5.5.42) that the contributions of the generalized Lambert series to (5.5.38) and (5.5.44) are identical, and also observe from (5.5.43) that the contributions of the generalized Lambert series to (5.5.39) and (5.5.45) are also identical.

Extracting the coefficient of $z^0$ in $B_1(z^5)$ first from (5.5.38) and second from (5.5.44), and dividing both sides by $q$, we see that

$$f_0(q) = \frac{\varphi(-q^5)}{(q^2; q^2) \varphi(q^5, q^5)} - 2q^2 g(q^2, q^{10}). \quad (5.5.46)$$

From (4.4.10), we see that

$$g(q^2, q^{10}) = \frac{1}{q^2} \left(-1 + \sum_{n=0}^{\infty} \frac{q^{10n^2}}{(q^2; q^{10})_{n+1}(q^4; q^{10})_n}\right) = \frac{1}{q^2} \Phi(q^2), \quad (5.5.47)$$

by (4.1.6). Putting (5.5.47) into (5.5.46) and using (2.1.16), we see that (5.5.46) is equivalent to equation (4.1.11) of Chapter 4.
Extracting the coefficient of $z^0$ first from (5.5.39) and second from (5.5.45), we deduce that

$$f_1(q) = \frac{\varphi(-q^5)}{(q^2;q^5)_\infty(q^3;q^5)_\infty} - 2q^3 g(q^4, q^{10}).$$  \hfill (5.5.48)

From (5.4.10), we see that

$$g(q^4, q^{10}) = \frac{1}{q^4} \left( -1 + \sum_{n=0}^{\infty} \frac{q^{10n^2}}{(q^4;q^{10})_{n+1}(q^8;q^{10})_n} \right) = \frac{1}{q^4} \psi(q^2),$$ \hfill (5.5.49)

by (4.1.13). Substituting (5.5.49) in (5.5.48) and employing (2.1.17), we observe that (5.5.48) yields (4.1.18) in Chapter 4.

As we stated in the Introduction of this chapter, the foregoing proof is the original one due to Hickerson [78]. □
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Transformation Formulas for Third Order Mock Theta Functions

6.1 Introduction

On page 9 in his lost notebook [120], Ramanujan offers eight identities for tenth order mock theta functions. Two of the tenth order mock theta functions are defined by

\[ \phi(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+1)/2}}{(q; q^2)_{n+1}}, \quad \psi(q) := \sum_{n=0}^{\infty} \frac{q^{(n+1)(n+2)/2}}{(q; q^2)_{n+1}}. \tag{6.1.1} \]

The seventh and eighth identities, which we prove in Chapter 7, are transformation formulas involving \( \phi(q) \), \( \psi(q) \), and what we now call a Mordell integral. It is curious that these are the only two transformation formulas involving mock theta functions in the lost notebook. On the other hand, the first published transformation formulas for mock theta functions are those by G.N. Watson [133] for third order mock theta functions. Is it possible that Watson saw these transformation formulas for tenth order mock theta function and so surmised that possibly transformation formulas existed for third order mock theta functions? In view of the transformation formulas for tenth order mock theta functions, it is inconceivable that Ramanujan would not have discovered transformation formulas for third order mock theta functions. We conjecture that he indeed did discover transformation formulas for third order mock theta functions and that they likely were on pages originally with the lost notebook as we know it now, but that, sadly, these pages have been lost. Indeed, we think that Watson first discovered these transformation formulas while examining the lost notebook.

6.2 A Transformation Formula Involving \( f_3(q) \) and \( \omega_3(q) \)

We state and prove a transformation formula for the third order mock theta functions \( f_3(q) \) and \( \omega_3(q) \) first established in print by G.N. Watson, but likely due to Ramanujan.
Theorem 6.2.1. Let \( \alpha \) and \( \beta \) be positive numbers such that \( \alpha \beta = \pi^2 \). Set \( q = e^{-\alpha} \) and \( q_1 = e^{-\beta} \). Then
\[
q^{-1/24} f_3(q) = 2 \sqrt{\frac{2\pi}{\alpha}} q^{1/3} \omega_3(q_1^3) + 4 \sqrt{\frac{3\pi}{2\alpha}} \int_0^\infty e^{-3/2 \alpha x^2} \frac{\sinh(\alpha x)}{\sinh(3/2 \alpha x)} \, dx. \tag{6.2.1}
\]

Proof. Let \( N \) denote a positive integer, and consider the positively oriented rectangular contour \( C_N \) with vertical sides passing through the points \( \pm (N + \frac{1}{2}) \) and horizontal sides passing through the points \( \pm ic \), where \( 0 < c < \pi/\alpha \).

Consider
\[
\frac{1}{2\pi i} \int_{C_N} \frac{\pi}{\sin(\pi z) \cosh(\frac{1}{2} \alpha z)} \, dz.
\]
We apply the residue theorem. By our choice of \( c \), there are no zeros of \( \cosh(\frac{1}{2} \alpha z) \) on the interior of \( C_N \). Thus, the only poles are at \( z = n \) for every integer \( n \) arising from \( \sin(\pi z) \). If \( R_n \) denotes the residue of the integrand at \( z = n \), then
\[
R_n = \frac{(-1)^n e^{-3/2 \alpha n^2}}{\cosh(\frac{1}{2} \alpha n)} = \begin{cases} 
1, & \text{if } n = 0, \\
\frac{2(1)^n q^{n(3n+1)/2}}{1 + q^n}, & \text{if } n > 0.
\end{cases} \tag{6.2.2}
\]

We now let \( N \to \infty \). By (6.2.2), (1.3.22), and the fact that \( R_n = R_{-n} \), we conclude that
\[
\sum_{n=-\infty}^{\infty} R_n = 1 + 4 \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 + q^n} = (q; q)_\infty f_3(q). \tag{6.2.3}
\]

If \( L_1 \) and \( L_2 \) denote the left- and right-most vertical sides of \( C_N \), it is clear that, for \( j = 1, 2 \),
\[
\frac{1}{2\pi i} \int_{L_j} \frac{\pi}{\sin(\pi z) \cosh(\frac{1}{2} \alpha z)} \, dz = o(1), \tag{6.2.4}
\]
as \( N \to \infty \). Hence, by (6.2.3), (6.2.4), and the residue theorem,
\[
(q; q)_\infty f_3(q) = \frac{1}{2\pi i} \left( \int_{-\infty - ic}^{\infty - ic} + \int_{\infty + ic}^{\infty + ic} \right) \frac{\pi}{\sin(\pi z) \cosh(\frac{1}{2} \alpha z)} e^{-3/2 \alpha z^2} \, dz. \tag{6.2.5}
\]

Now, for \( \text{Im} \, z > 0 \),
\[
\frac{1}{\sin(\pi z)} = \frac{2i}{e^{-iz\pi}(e^{2\pi iz} - 1)} = -2i \sum_{n=0}^{\infty} e^{(2n+1)\pi iz}. \tag{6.2.6}
\]
Hence,
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\[
\frac{1}{2\pi i} \int_{-\infty+ic}^{\infty+ic} \frac{e^{-\frac{3}{2}az^2}}{\sin(\pi z) \cosh(\frac{1}{2}az)} \, dz = 2 \sum_{n=0}^{\infty} \int_{-\infty+ic}^{\infty+ic} \frac{e^{(2n+1)\pi iz - \frac{3}{2}az^2}}{e^{\frac{3}{2}az} + e^{-\frac{3}{2}az}} \, dz
\]

\[
= 2 \sum_{n=0}^{\infty} \int_{-\infty+ic}^{\infty+ic} \frac{e^{(2n+1)\pi iz - \frac{3}{2}az^2} (e^{\alpha z} + e^{-\alpha z} - 1)}{e^{\frac{3}{2}az} + e^{-\frac{3}{2}az}} \, dz
\]

\[
= \frac{1}{2\pi i} \sum_{n=0}^{\infty} \int_{-\infty+ic}^{\infty+ic} F_n(z) \, dz, \quad (6.2.7)
\]

where

\[
F_n(z) := 4\pi i e^{(2n+1)\pi iz - \frac{3}{2}az^2} \frac{(e^{\alpha z} + e^{-\alpha z} - 1)}{e^{\frac{3}{2}az} + e^{-\frac{3}{2}az}} \quad (6.2.8)
\]

and where we used the elementary identity

\[
(x^2 + x^{-2} - 1)(x + x^{-1}) = x^3 + x^{-3}.
\]

To evaluate the integral on the far right side of (6.2.7), we integrate around a positively oriented rectangle $\gamma_n$ with vertical sides having ordinates $\pm(N + \frac{1}{2})$, where $N$ is a positive integer, and horizontal sides having ordinates $ic$ and $z_n$, where

\[
z_n := \frac{(2n+1)\pi i}{3\alpha}, \quad n \in \mathbb{Z}^+.
\]

(6.2.9)

However, the top horizontal side is indented at $z_n$ by a small semi-circle of radius $\epsilon > 0$ with center $z_n$ and lying above the line $\text{Im} \, z = (2n+1)\pi/(3\alpha)$. We shall apply the residue theorem to $F_n(z)$, integrated over this indented rectangle $\gamma_n$. On the interior of $\gamma_n$, by our choice of $c$, there exist (at most) simple poles at $z = z_m$, $0 \leq m \leq n$. The residue at $z_m$ is given by

\[
R_{z_m} = \frac{4\pi i}{3\alpha} \frac{(-1)^m}{2i} e^{(2n+1)\pi iz_m - \frac{3}{2}az_m^2} (2 \cosh(\alpha z_m) - 1) =: \lambda_{n,m}. \quad (6.2.10)
\]

In analogy with (6.2.4), we readily see that if $L_j$, $j = 1, 2$, denote the vertical sides of $\gamma_n$, then

\[
\frac{1}{2\pi i} \int_{L_j} F_n(z) \, dz = o(1), \quad (6.2.11)
\]

as $N$ tends to infinity. Thus, employing the residue theorem, (6.2.10), and (6.2.11), letting $\epsilon \to 0$, and letting $N \to \infty$, we find that

\[
\frac{1}{2\pi i} \left( \int_{-\infty+ic}^{\infty+ic} - PV \int_{-\infty+ic}^{\infty+ic} \right) F_n(z) \, dz = \lambda_{n,0} + \lambda_{n,1} + \cdots + \lambda_{n,n-1} + \frac{1}{2} \lambda_{n,n}. \quad (6.2.12)
\]

Summing on $n$, $0 \leq n < \infty$, inverting the order of summation, and noting that

\[
\lambda_{n+1,m} = e^{2\pi iz_m} \lambda_{n,m}, \quad (6.2.13)
\]

we arrive at
\[ S := \sum_{n=0}^{\infty} \frac{1}{2\pi i} \left( \int_{-\infty+ic}^{\infty+ic} -PV \int_{-\infty+ic}^{\infty+ic} \right) F_n(z)dz \]

\[ = \frac{1}{2} \lambda_{0,0} + \sum_{n=1}^{\infty} \left\{ \lambda_{n,0} + \lambda_{n,1} + \cdots + \lambda_{n,n-1} + \frac{1}{2} \lambda_{n,n} \right\} \]

\[ = \sum_{m=0}^{\infty} \left\{ \frac{1}{2} \lambda_{m,m} + \lambda_{m+1,m} + \lambda_{m+2,m} + \cdots \right\} \]

\[ = \sum_{m=0}^{\infty} \left\{ \frac{1}{2} \lambda_{m,m} + e^{2\pi iz_m} \lambda_{m,m} + e^{4\pi iz_m} \lambda_{m,m} + \cdots \right\} \]

\[ = \sum_{m=0}^{\infty} \lambda_{m,m} \left\{ \frac{1}{2} + e^{2\pi iz_m} + e^{4\pi iz_m} + \cdots \right\} \]

\[ = \sum_{m=0}^{\infty} \lambda_{m,m} \left\{ \frac{1}{2} + e^{2\pi iz_m} \right\} \]

\[ = \sum_{m=0}^{\infty} \lambda_{m,m} \frac{1 + e^{2\pi iz_m}}{2(1 - e^{2\pi iz_m})} \]

\[ = \frac{2\pi}{3\alpha} \sum_{m=0}^{\infty} (-1)^m e^{-(2m+1)^2\pi^2/(3\alpha) + (2m+1)^2\pi^2/(6\alpha)} \]

\[ \times \left\{ 2 \cos \left( \frac{(2m+1)\pi}{3} \right) - 1 \right\} \frac{1 + e^{-2(2m+1)^2\pi^2/(3\alpha)}}{1 - e^{-2(2m+1)^2\pi^2/(3\alpha)}} \]

\[ \times \frac{2\pi}{3\alpha} \sum_{m=0}^{\infty} (-1)^m q_1^{(2m+1)^2/6} \left\{ 2 \cos \left( \frac{(2m+1)\pi}{3} \right) - 1 \right\} \frac{1 + q_1^{2(2m+1)/3}}{1 - q_1^{2(2m+1)/3}} \]

We now observe that

\[ 2 \cos \left( \frac{(2m+1)\pi}{3} \right) - 1 = \begin{cases} 0, & \text{if } m \equiv -1, 0 \pmod{3}, \\ -3, & \text{if } m \equiv 1 \pmod{3}. \end{cases} \]

Thus, setting \( m = 3r + 1 \), we find that (6.2.14) yields

\[ S = \frac{2\pi}{\alpha} \sum_{r=0}^{\infty} (-1)^r q_1^{3(2r+1)^2/2} \frac{1 + q_1^{2(2r+1)}}{1 - q_1^{2(2r+1)}}. \]  

(6.2.15)

Returning to (6.2.14) and the definition of \( F_n(z) \) in (6.2.8), we see that we must next examine

\[ PV \int_{-\infty}^{\infty} F_n(z)dz = PV \int_{-\infty}^{\infty} F_n(z_n + x)dx = 4\pi i \]

\[ \times PV \int_{-\infty}^{\infty} e^{-(2n+1)^2\pi^2/(3\alpha) + (2n+1)\pi ix - \frac{3}{2} \alpha \left( -(2n+1)^2\pi^2/(9\alpha^2) + 2(2n+1)\pi ix/(3\alpha) + x^2 \right)} \]
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\[
\times \left( \frac{2 \cosh \alpha \left( \frac{(2n+1)\pi i}{3\alpha} + x \right)}{2 \cosh \frac{3\alpha}{2} \left( \frac{(2n+1)\pi i}{3\alpha} + x \right)} \right) dx
\]

\[
= 4\pi i PV \int_{-\infty}^{\infty} e^{-\frac{(2n+1)^2\pi^2}{6\alpha} - \frac{3}{2} \alpha x^2} \frac{\cosh \left( \alpha x + \frac{(2n+1)\pi i}{3} \right) - 1}{(1)^n \sinh \frac{3\alpha x}{2}} dx,
\]

(6.2.16)

upon using the addition formula for $\cosh z$. Furthermore,

\[
\cosh \left( \alpha x + \frac{(2n+1)\pi i}{3} \right) - \frac{1}{2} = \cosh(\alpha x) \cosh \left( \frac{2n+1)\pi i}{3} \right) + \sinh(\alpha x) \sinh \left( \frac{(2n+1)\pi i}{3} \right) - \frac{1}{2}.
\]

We shall show that the contribution of

\[
\cosh(\alpha x) \cosh \left( \frac{2n+1)\pi i}{3} \right) - \frac{1}{2}
\]

to the integral on the right side of (6.2.16) is equal to 0, because this portion of the integrand is odd. However, because the integral is a principal value, we shall provide a detailed argument. Set

\[
f(x) := 4\pi (-1)^n e^{-\frac{(2n+1)^2\pi^2}{6\alpha} - \frac{3}{2} \alpha x^2} \left( \cosh(\alpha x) \cosh \left( \frac{2n+1)\pi i}{3} \right) - \frac{1}{2} \right),
\]

which is even. Then

\[
PV \int_{-\infty}^{\infty} \frac{f(x)}{\sinh \left( \frac{3\alpha x}{2} \right)} dx = \lim_{\epsilon \to 0} \left( \int_{\epsilon}^{\infty} \frac{f(x)}{\sinh \left( \frac{3\alpha x}{2} \right)} dx + \int_{-\infty}^{-\epsilon} \frac{f(x)}{\sinh \left( \frac{3\alpha x}{2} \right)} dx \right)
\]

\[
= \lim_{\epsilon \to 0} \left( \int_{\epsilon}^{\infty} \frac{f(x)}{\sinh \left( \frac{3\alpha x}{2} \right)} dx + \int_{\epsilon}^{\infty} \frac{f(-x)}{\sinh \left( \frac{3\alpha x}{2} \right)} dx \right)
\]

\[
= \lim_{\epsilon \to 0} \left( \int_{\epsilon}^{\infty} \frac{f(x)}{\sinh \left( \frac{3\alpha x}{2} \right)} dx - \int_{\epsilon}^{\infty} \frac{f(x)}{\sinh \left( \frac{3\alpha x}{2} \right)} dx \right) = 0,
\]

as we had wished to show. In conclusion, from (6.2.16) and our calculations above, we have so far demonstrated that

\[
PV \int_{-\infty}^{\infty} F_n(z) dz
\]

\[
= 4\pi i (-1)^n \sin \left( \frac{(2n+1)\pi}{3} \right) \int_{-\infty}^{\infty} e^{-\frac{3\alpha x^2}{2} \sinh(\alpha x)} dx. \quad (6.2.17)
\]
The integral along the lower side of the rectangular contour $C_N$ can be examined in the same manner as that on the upper side. In fact, all we need to do is to replace $i$ by $-i$. Hence, from (6.2.5), (6.2.14), (6.2.15), and (6.2.17), we conclude that

$$(q; q)_\infty f_3(q) = 8 \sum_{n=0}^\infty (-1)^n \sin \left( \frac{(2n + 1)\pi}{3} \right) q_1^{(2n+1)^2/6} \int_{0}^{\infty} e^{-\frac{3}{2} \alpha x^2} \frac{\sinh(\alpha x)}{\sinh(\frac{3}{2} \alpha x)} dx$$

$$+ \frac{4\pi}{\alpha} \sum_{r=0}^\infty (-1)^r q_1^{3(2r+1)^2/2} \frac{1 + q_1^{2(2r+1)}}{1 - q_1^{2(2r+1)}}. \tag{6.2.18}$$

Now recall (1.3.14), namely,

$$(q^2; q^2)_\infty \omega_3(q) = \sum_{r=0}^\infty (-1)^r q^{3r(r+1)} \frac{1 + q^{2r+1}}{1 - q^{2r+1}}.$$ 

Thus, we can recast (6.2.18) in the form

$$(q; q)_\infty f_3(q) = 8 \sum_{n=0}^\infty (-1)^n \sin \left( \frac{(2n + 1)\pi}{3} \right) q_1^{(2n+1)^2/6} \int_{0}^{\infty} e^{-\frac{3}{2} \alpha x^2} \frac{\sinh(\alpha x)}{\sinh(\frac{3}{2} \alpha x)} dx$$

$$+ \frac{4\pi}{\alpha} \omega_3(q_1^2)(q_1^2; q_1^2)_\infty q_1^{3/2}. \tag{6.2.19}$$

Replacing $n$ by $-n - 1$ in the second portion of the series below and eventually using the Jacobi triple product identity (4.1.2), we find that

$$2 \sum_{n=0}^\infty (-1)^n \sin \left( \frac{(2n + 1)\pi}{3} \right) q_1^{(2n+1)^2/6}$$

$$= \frac{1}{i} \sum_{n=0}^\infty (-1)^n \left( e^{(2n+1)\pi i/3} - e^{-(2n+1)\pi i/3} \right) q_1^{(2n+1)^2/6}$$

$$= \frac{1}{i} \sum_{n=0}^\infty (-1)^n e^{(2n+1)\pi i/3} q_1^{(2n+1)^2/6} + \frac{1}{i} \sum_{n=-\infty}^{-1} (-1)^n e^{(2n+1)\pi i/3} q_1^{(2n+1)^2/6}$$

$$= \frac{1}{i} \sum_{n=-\infty}^{-1} (-1)^n e^{(2n+1)\pi i/3} q_1^{(2n+1)^2/6}$$

$$= \frac{1}{i} e^{\pi i/3} q_1^{1/6} \sum_{n=-\infty}^{-1}\infty (-1)^n e^{2\pi in/3} q_1^{2n(n+1)/3}$$

$$= \frac{1}{i} e^{\pi i/3} q_1^{1/6} f(-e^{2\pi i/3} q_1^{4/3}, -e^{-2\pi i/3})$$

$$= \frac{1}{i} e^{\pi i/3} q_1^{1/6} (q_1^{4/3}; q_1^{4/3})_\infty (e^{2\pi i/3} q_1^{4/3}; q_1^{4/3})_\infty (1 - e^{-2\pi i/3}) (e^{-2\pi i/3} q_1^{4/3}; q_1^{4/3})_\infty$$

$$= \sqrt{3} q_1^{1/6} (q_1^{4/3}; q_1^{4/3})_\infty (e^{2\pi i/3} q_1^{4/3}; q_1^{4/3})_\infty (e^{-2\pi i/3} q_1^{4/3}; q_1^{4/3})_\infty$$
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\[ = \sqrt{3} q_1^{1/6} (q_1^4; q_1^4)_\infty. \]  
(6.2.20)

Substituting (6.2.20) into (6.2.19), we arrive at

\[ (q; q)_\infty f_3(q) = 4\sqrt{3} q_1^{1/6} (q_1^4; q_1^4)_\infty \int_0^\infty e^{-\frac{3}{2} \alpha x^2} \frac{\sinh(\alpha x)}{\sinh(\frac{3}{2} \alpha x)} \, dx \]
\[ + \frac{4\pi}{\alpha} q_1^{3/2} \omega_3(q_1^2) (q_1^4; q_1^4)_\infty. \]  
(6.2.21)

In order to simplify (6.2.21), we recall the transformation formula for the Dedekind eta function [23, p. 43, Entry 27(iii)]. If $f(-q) = (q; q)_\infty$ and $\alpha$ and $\beta$ are positive numbers such that $\alpha \beta = \frac{\pi}{2}$, then

\[ e^{-\alpha/24}(\alpha/2)^{1/4} f(-e^{-\alpha}) = e^{-\beta/6}(2\beta)^{1/4} f(-e^{-4\beta}), \]  
(6.2.22)

or

\[ q^{-1/24} f(-e^{-4\beta}) = e^{\beta/6} \sqrt{\frac{\alpha}{2\pi}}. \]

Thus,

\[ \frac{4\pi}{\alpha} q_1^{3/2} q^{-1/24} (q_1^4; q_1^4)_\infty = 2 \sqrt{\frac{2\pi}{\alpha} q_1^{4/3}} \]
and

\[ 4\sqrt{3} q_1^{1/6} q^{-1/24} (q_1^4; q_1^4)_\infty = 4 \sqrt{\frac{3\alpha}{2\pi}}. \]

Using the last two identities in (6.2.21), we conclude that

\[ q^{-1/24} f_3(q) = 2 \sqrt{\frac{2\pi}{\alpha} q_1^{4/3}} \omega_3(q_1^2) + 4 \sqrt{\frac{3\alpha}{2\pi}} \int_0^\infty e^{-\frac{3}{2} \alpha x^2} \frac{\sinh(\alpha x)}{\sinh(\frac{3}{2} \alpha x)} \, dx. \]  
(6.2.23)

The identity (6.2.23) is the same as (6.2.1), and so our proof of Theorem 6.2.1 is complete. \( \square \)

We now show that the integral in Theorem 6.2.1, i.e.,

\[ J_1(\alpha) := \int_0^\infty e^{-\frac{3}{2} \alpha x^2} \frac{\sinh(\alpha x)}{\sinh(\frac{3}{2} \alpha x)} \, dx \]
satisfies a beautiful transformation law. Also, let

\[ J_2(\alpha) := \int_0^\infty e^{-\frac{3}{2} \alpha x^2} \frac{\cosh(\alpha x)}{\cosh(3\alpha x)} \, dx. \]

**Theorem 6.2.2.** With $J_1(\alpha)$ and $J_2(\alpha)$ given above,

\[ J_1(\alpha) = \sqrt{\frac{2\pi}{\alpha^3}} J_2(\beta). \]  
(6.2.24)
Proof. We first observe that, for $x > 0$,

$$
\int_0^\infty e^{-\frac{3}{2}\beta y^2} \cos(3\pi xy) dy = \frac{1}{2} \int_{-\infty}^\infty e^{-\frac{3}{2}\beta(y+ix)^2} dy
$$

$$
= \frac{1}{2} e^{-\frac{3}{2}\alpha x^2} \int_{-\infty}^\infty e^{-\frac{3}{2}\beta y^2} dy
$$

$$
= \frac{1}{2} e^{-\frac{3}{2}\alpha x^2} \frac{1}{\sqrt{\frac{3}{2}\beta}} \int_{-\infty}^\infty e^{-x^2} dx
$$

$$
= \frac{\sqrt{\frac{\pi}{6\beta}} e^{-\frac{3}{2}\alpha x^2}}{2}.
$$

(6.2.25)

where we applied Cauchy’s theorem upon integrating over a rectangle with horizontal sides passing through the origin and $-i\alpha x/\pi$. Hence, using (6.2.25) and an integral evaluation from [73, p. 537, equation 3.981, no. 5], we find that

$$
J_1(\alpha) = \frac{\sqrt{\frac{6\beta}{\pi}}}{\pi} \int_0^\infty \int_0^\infty e^{-\frac{3}{2}\beta y^2} \cos(3\pi xy) \frac{\sinh(\alpha x)}{\sinh(3\alpha x)} dx dy
$$

$$
= \frac{\sqrt{\frac{6\beta}{\pi}}}{\pi} \int_0^\infty e^{-\frac{3}{2}\beta y^2} \frac{\pi}{3\alpha} \frac{\sin(2\pi/3)}{3\alpha \cosh(2\beta y) + \cos(2\pi/3)} dy
$$

$$
= \frac{\sqrt{\frac{6\beta}{\pi}}}{\pi} \int_0^\infty e^{-\frac{3}{2}\beta y^2} \frac{\sqrt{3/2}}{2 \cosh(2\beta y) - \frac{1}{2}} dy
$$

$$
= \frac{2\beta}{\pi} \int_0^\infty e^{-\frac{3}{2}\beta y^2} dy - \frac{1}{2} dy.
$$

(6.2.26)

It is easily checked that

$$
\frac{1}{2 \cosh(2\beta y) - 1} = \frac{\cosh(\beta y)}{\cosh(3\beta y)}.
$$

Thus, we can write (6.2.26) in the form

$$
J_1(\alpha) = \sqrt{\frac{2\pi^3}{\alpha^2}} \int_0^\infty e^{-\frac{3}{2}\beta y^2} \frac{1}{2 \cosh(2\beta y) - 1} dy,
$$

which is equivalent to (6.2.24). □

We now derive a second transformation formula, this one involving the third order mock theta functions $\phi_3(q)$ and $\psi_3(q)$. Before establishing this second transformation formula for third order mock theta functions, we establish a lemma providing representations for $\phi_3(q)$ and $\psi_3(q)$ that are analogous to those for $f_3(q)$ and $\omega_3(q)$ given in (1.3.22) and (1.3.14), respectively.
Lemma 6.2.1. We have

\[ (q; q)_{\infty} \phi_3(q) = 1 + 2 \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1 + q^n)}{1 + q^{2n}} \]  \hspace{1cm} (6.2.27)

and

\[ (q^2; q^4)_{\infty} \psi_3(q) = \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{6n(n+1)+1}}{1 - q^{4n+1}}. \]  \hspace{1cm} (6.2.28)

Proof. We begin by rewriting (1.3.13) in the equivalent form

\[ \frac{(1 - c)}{(q; q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 - cq^n} = \sum_{n=0}^{\infty} \frac{q^{n^2}}{(cq)_n(q/c)_n}. \]  \hspace{1cm} (6.2.29)

Set \( c = i \) in (6.2.29) to find that

\[ S := (1 - i) \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 - iq^n} = (q; q)_{\infty} \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q^2; q^2)_n} = (q; q)_{\infty} \phi_3(q). \]  \hspace{1cm} (6.2.30)

We need to rewrite the left side of (6.2.30) so that it does not involve non-real numbers. To that end,

\[ (1 - i) \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 - iq^n} = (1 - i) \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1 + iq^n)}{1 + q^{2n}}. \]  \hspace{1cm} (6.2.31)

Let us assume, without loss of generality, that \( q \) is real. The real part of the right-hand side of (6.2.31) is thus equal to

\[ S = \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}}{1 + q^{2n}} + \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}q^n}{1 + q^{2n}} 
= \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1 + q^n)}{1 + q^{2n}}. \]

In that part of the series over \(-1 \geq n > -\infty\), we replace \( n \) by \(-n\) to deduce that

\[ S = 1 + \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1 + q^n)}{1 + q^{2n}} + \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n-1)/2}(1 + q^{-n})}{1 + q^{-2n}} 
= 1 + \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1 + q^n)}{1 + q^{2n}} + \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1 + q^n)}{1 + q^{2n}} 
= 1 + 2 \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1 + q^n)}{1 + q^{2n}}. \]
Putting the far right side of the equation above into (6.2.30), we complete the proof of (6.2.27).

Lastly, we turn to the proof of (6.2.28), which will be somewhat more difficult. Set \( c = q^{1/4} \) in (6.2.29) and then replace \( q \) by \( q^4 \) to deduce that

\[
\sum_{n=0}^{\infty} \frac{(-1)^n q^{2n(3n+1)}}{1 - q^{4n+1}} = \sum_{n=0}^{\infty} \frac{q^{4n^2}}{(q^5; q^4)_n(q^3; q^4)_n} =: R. \tag{6.2.32}
\]

We rewrite the right-hand side of (6.2.32), and then at the third equality below, we set \( m = 2n \) in the first series and \( m = 2n + 1 \) in the second series. To that end,

\[
R = 1 + \sum_{n=1}^{\infty} \frac{q^{4n^2}}{(1 - q^3)(1 - q^5) \cdots (1 - q^{4n+1})} \\
= 1 + \sum_{n=1}^{\infty} \frac{q^{4n^2} (1 - q^{4n+1}) + q^{(2n+1)^2}}{(1 - q^3)(1 - q^5) \cdots (1 - q^{4n+1})} \\
= 1 + \sum_{n=1}^{\infty} \frac{q^{4n^2}}{(1 - q^3)(1 - q^5) \cdots (1 - q^{4n-1})} \\
+ \sum_{n=1}^{\infty} \frac{q^{(2n+1)^2}}{(1 - q^3)(1 - q^5) \cdots (1 - q^{4n+1})} \\
= 1 + \sum_{m=2}^{\infty} \frac{q^{m^2}}{(1 - q^3)(1 - q^5) \cdots (1 - q^{2m+1})} \\
= (1 - q) \left\{ \frac{1}{1 - q} + \sum_{m=2}^{\infty} \frac{q^{m^2}}{(q; q^2)_m} \right\} \\
= (1 - q) \left\{ \frac{1}{1 - q} - \frac{q}{1 - q} + \sum_{m=1}^{\infty} \frac{q^{m^2}}{(q; q^2)_m} \right\} \\
= (1 - q) \{1 + \psi_3(q)\}. \tag{6.2.33}
\]

Inserting (6.2.33) in (6.2.32), we arrive at

\[
\frac{1}{(q^4; q^4)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{2n(3n+1)}}{1 - q^{4n+1}} = 1 + \psi_3(q),
\]

or, by the pentagonal number theorem (1.3.27),
6.3 A Transformation Formula Involving $\phi_3(q)$ and $\psi_3(q)$

**Theorem 6.3.1.** Let $\alpha$ and $\beta$ be positive numbers such that $\alpha\beta = \pi^2$. Set $q = e^{-\alpha}$ and $q_1 = e^{-\beta}$. Then

$$q^{-1/24} \phi_3(q) = 2 \sqrt{\frac{\pi}{\alpha}} q_1^{-1/24} \psi_3(q_1) + \sqrt{\frac{6\alpha}{\pi}} \int_0^\infty e^{-\frac{3}{2} \alpha x^2} \frac{\cosh\left(\frac{3}{2} \alpha x\right) + \cosh\left(\frac{1}{2} \alpha x\right)}{\cosh\left(3\alpha x\right)} \, dx. \quad (6.3.1)$$

**Proof.** Consider

$$\frac{1}{2\pi i} \int_{C_N} \frac{\pi}{\sin(\pi z)} e^{-\frac{3}{2} \alpha z^2} \frac{\cosh\left(\frac{1}{2} \alpha z\right)}{\cosh(\alpha z)} \, dz, \quad (6.3.2)$$

where $C_N$ denotes the same contour as in the proof of Theorem 6.2.1, except that now we require that $c < \pi/(2\alpha)$. We apply the residue theorem. The integrand has simple poles at each integer $n$ with residue

$$R_n = (-1)^n e^{-\frac{3}{2} \alpha n^2} \frac{\cosh\left(\frac{1}{2} \alpha n\right)}{\cosh(\alpha n)} = \begin{cases} 1, & \text{if } n = 0, \\ (-1)^n q^{n(3n+1)/2}(1+q^n), & \text{if } n \neq 0. \end{cases} \quad (6.3.3)$$

It is readily shown that, if $L_1$ and $L_2$ are the vertical sides of $C_N$, as before,

$$\frac{1}{2\pi i} \int_{L_j} \frac{\pi}{\sin(\pi z)} e^{-\frac{3}{2} \alpha z^2} \frac{\cosh\left(\frac{1}{2} \alpha z\right)}{\cosh(\alpha z)} \, dz = o(1), \quad j = 1, 2, \quad (6.3.4)$$

as $N \to \infty$. Thus, upon letting $N \to \infty$, we find that, by (6.2.27),

$$\sum_{n=-\infty}^{\infty} R_n = 1 + 2 \sum_{n=1}^{\infty} \frac{(-1)^n q^{n(3n+1)/2}(1+q^n)}{1+q^{2n}} = (q; q)_\infty \phi_3(q), \quad (6.3.5)$$

and so (6.2.28) has also been established. $\Box$

Theorem 6.3.1.
and by (6.3.2), (6.3.4), and (6.3.5),

\[(q;q)\phi_3(q) = \frac{1}{2\pi i} \left( \int_{-\infty}^{-ic} + \int_{\infty}^{+ic} \right) \frac{\pi}{\sin(\pi z)} e^{-\frac{3}{2} \alpha^2 \cosh(\frac{1}{2} \alpha z)} \frac{\cosh(\frac{1}{2} \alpha z)}{\cosh(\alpha z)} \, dz. \]  

(6.3.6)

Now we evaluate the line integral above that lies in the upper half-plane. Using (6.2.6) and the easily verified elementary identity

\[\cosh(3 \alpha z) \cosh(\alpha z) = 2 \cosh(2 \alpha z) - 1,\]

we find that

\[\frac{1}{2\pi i} \int_{-\infty}^{+ic} \frac{\pi}{\sin(\pi z)} e^{-\frac{3}{2} \alpha^2 \cosh(\frac{1}{2} \alpha z)} \, dz = \sum_{n=0}^{\infty} \frac{1}{2\pi i} \int_{-\infty}^{+ic} F_n(z), \] 

(6.3.7)

where

\[F_n(z) := 2\pi i e^{(2n+1)\pi i z - \frac{3}{2} \alpha z^2} \cosh(\frac{1}{2} \alpha z) \{2 \cosh(2 \alpha z) - 1\} \cosh(3 \alpha z).\]  

(6.3.8)

In order to evaluate the integrals above, we integrate over the same contour \(\gamma_n\) as we did in the proof of Theorem 6.2.1. We note that the integrand, i.e., \(F_n(z)\), has simple poles, for each integer \(n\), at

\[
\frac{(4m+1)\pi i}{6\alpha} = \zeta_m, \quad \text{and} \quad \frac{(4m-1)\pi i}{6\alpha} = \eta_m, \quad m \in \mathbb{Z},
\]

where we have subdivided the original set of poles into two classes. By straightforward calculations the residues at \(\zeta_m\) and \(\eta_m\), are, respectively,

\[R_{\zeta_m} = \frac{2\pi}{3\alpha} e^{(2n+1)\pi i \zeta_m - \frac{3}{2}\alpha \zeta_m^2} \cos \left( \frac{(4m+1)\pi}{12} \right) \left\{ 2 \cos \left( \frac{(4m+1)\pi}{3} \right) - 1 \right\} =: \mu_{n,m}, \]  

(6.3.9)

and

\[R_{\eta_m} = -\frac{2\pi}{3\alpha} e^{(2n+1)\pi i \eta_m - \frac{3}{2}\alpha \eta_m^2} \cos \left( \frac{(4m-1)\pi}{12} \right) \left\{ 2 \cos \left( \frac{(4m-1)\pi}{3} \right) - 1 \right\} =: \nu_{n,m}. \]  

(6.3.10)

As in the proof of Theorem 6.2.1, the integrals over the vertical sides of \(\gamma_n\) tend to 0 as \(N \to \infty\). Thus, by the residue theorem,

\[\frac{1}{2\pi i} \left\{ \int_{-\infty}^{+ic} - \int_{-\infty}^{-ic} \right\} F_n(z) \, dz = \mu_{n,0} + \mu_{n,1} + \cdots + \mu_{n,n} + \nu_{n,1} + \nu_{n,2} + \cdots + \nu_{n,n}. \]  

(6.3.11)

Proceeding again as in the proof of Theorem 6.2.1, we sum both sides of (6.3.11) on \(n\), \(0 \leq n < \infty\). Clearly, analogues of (6.2.13) hold for \(\mu_{n,m}\) and
\[ S := \sum_{n=0}^{\infty} \frac{1}{2\pi i} \left\{ \int_{-\infty + ic}^{\infty + ic} - \int_{-\infty - ic}^{\infty - ic} \right\} F_n(z) \, dz \]  
\hspace{1cm} (6.3.12)

Thus, inverting the order of summation and eventually using the definitions of \( \mu_{m,m} \) from (6.3.9) and \( \nu_{m,m} \) from (6.3.10), we find that

\[
S = \sum_{m=0}^{\infty} \mu_{m,m} + \sum_{n=0}^{\infty} \nu_{n,1} + \nu_{n,2} + \cdots + \nu_{n,n} \\
= \sum_{m=0}^{\infty} \mu_{m,m} + \mu_{m,1,m} + \mu_{m,2,m} + \cdots + \nu_{m,m} + \nu_{m,1,m} + \nu_{m,2,m} + \cdots \\
= \sum_{m=0}^{\infty} \left\{ \mu_{m,m} + e^{2\pi i \zeta_m} \mu_{m,m} + e^{4\pi i \zeta_m} \mu_{m,m} \cdots \right\} \\
+ \sum_{m=1}^{\infty} \left\{ \nu_{m,m} + e^{2\pi i \eta_m} \nu_{m,m} + e^{4\pi i \eta_m} \nu_{m,m} \cdots \right\} \\
= \sum_{m=0}^{\infty} \frac{\mu_{m,m}}{1 - e^{2\pi i \zeta_m}} + \sum_{m=1}^{\infty} \frac{\nu_{m,m}}{1 - e^{2\pi i \eta_m}} \\
= \frac{2\pi}{3\alpha} \left\{ \sum_{m=0}^{\infty} \frac{q_1^{(4m+1)(4m+3)/24}}{1 - q_1^{(4m+1)/3}} \cos \frac{(4m + 1)\pi}{12} \left\{ 2 \cos \frac{(4m + 1)\pi}{3} - 1 \right\} \right\} \\
- \sum_{m=1}^{\infty} \frac{q_1^{(4m-1)(4m+5)/24}}{1 - q_1^{(4m-1)/3}} \cos \frac{(4m - 1)\pi}{12} \left\{ 2 \cos \frac{(4m - 1)\pi}{3} - 1 \right\} \right\}. 
\]

Now
\[
2 \cos \frac{(4m + 1)\pi}{3} - 1 = \begin{cases} 
0, & \text{if } m \equiv 0, 1 \pmod{3}, \\
-3, & \text{if } m \equiv 2 \pmod{3}
\end{cases}
\]
and
\[
2 \cos \frac{(4m - 1)\pi}{3} - 1 = \begin{cases} 
0, & \text{if } m \equiv 0, 2 \pmod{3}, \\
-3, & \text{if } m \equiv 1 \pmod{3}
\end{cases}
\]

Thus, in the first sum on the far right side of (6.3.12), we set \( m = 3n + 2 \), while in the second sum on the extreme right side of (6.3.12), we set \( m = 3n + 1 \). We note that

\[
\cos \frac{4(3n + 2) + 1}{12} \pi = \frac{(-1)^{n+1}}{\sqrt{2}} \quad \text{and} \quad \cos \frac{4(3n + 1) - 1}{12} \pi = \frac{(-1)^n}{\sqrt{2}}.
\]

Employing the trigonometric evaluations above, we find that the equation on the far right-hand side of (6.3.12) reduces to the form
\[ S = \frac{\pi \sqrt{2}}{\alpha} q^{1/8} \left\{ \sum_{n=0}^{\infty} \frac{(-1)^n q^{2n(3n+5)+3}}{1 - q_1^{4n+3}} + \sum_{n=0}^{\infty} \frac{(-1)^n q_1^{6n(n+1)}}{1 - q_1^{4n+1}} \right\}. \]  

(6.3.13)

From (6.3.12) and (6.3.13), it is clear that our next task is to evaluate

\[ \int_{-\infty}^{\infty} F_n(z)dz = \int_{-\infty}^{\infty} F_n(x + z_n)dx \]  

(6.3.14)

\[ = 2\pi i \int_{-\infty}^{\infty} e^{-(2n+1)^2 \pi^2/(6\alpha)} - \frac{3}{2} \alpha x^2 \cosh(\frac{1}{2} \alpha x) \frac{2 \cosh(2\alpha z) - 1}{\cosh(3\alpha z)} dx \]

\[ = 2\pi i \int_{-\infty}^{\infty} e^{-(2n+1)^2 \pi^2/(6\alpha)} \frac{3}{2} \alpha x^2 \cosh(\frac{5}{2} \alpha x) + \cosh(\frac{1}{2} \alpha x) - \cosh(\frac{1}{2} \alpha x) \cosh(3\alpha x) dx, \]

where we have temporarily set

\[ z = x + \left(\frac{2n + 1}{3}\right)\pi i \]

and used the elementary identity

\[ \cosh(\frac{1}{2} \alpha x) \{2 \cosh(2x) - 1\} = \cosh(\frac{5}{2} \alpha x) + \cosh(\frac{3}{2} \alpha x) - \cosh(\frac{1}{2} \alpha x). \]

We apply the addition formula for \( \cosh x \) three times in the integrand on the right-hand side of (6.3.14). Noting that contributions from terms involving \( \sinh x \) will be 0, we find, after simplification, that

\[ \int_{-\infty}^{\infty} F_n(z)dz = 2\pi i \int_{-\infty}^{\infty} e^{-(2n+1)^2 \pi^2/(6\alpha)} - \frac{3}{2} \alpha x^2 \cosh(\frac{5}{2} \alpha x) + \cosh(\frac{1}{2} \alpha x) \cosh(3\alpha x) dx, \]

(6.3.15)

\[ = -2\pi i q_1^{(2n+1)^2/6} \frac{(2n + 1)\pi}{6} \int_{-\infty}^{\infty} e^{\frac{3}{2} \alpha x^2} \cosh(\frac{5}{2} \alpha x) + \cosh(\frac{1}{2} \alpha x) \cosh(3\alpha x) dx. \]

We now sum (6.3.15), \( 0 \leq n < \infty \), and put the result, along with (6.3.13), into (6.3.6). We also observe that the integral along the lower side of \( C_N \) may be evaluated by simply replacing \( i \) by \( -i \) in the analysis above. In summary, so far we have shown that

\[ (q; q_1)\phi_3(q) = \frac{2\pi \sqrt{2}}{\alpha} q^{1/8} \left\{ \sum_{n=0}^{\infty} \frac{(-1)^n q_1^{2n(3n+5)+3}}{1 - q_1^{4n+3}} + \sum_{n=0}^{\infty} \frac{(-1)^n q_1^{6n(n+1)}}{1 - q_1^{4n+1}} \right\} \]

(6.3.16)

\[ + 2 \sum_{n=0}^{\infty} q_1^{(2n+1)^2/6} \frac{(2n + 1)\pi}{6} \int_{-\infty}^{\infty} e^{\frac{3}{2} \alpha x^2} \cosh(\frac{5}{2} \alpha x) + \cosh(\frac{1}{2} \alpha x) \cosh(3\alpha x) dx. \]

Next, replacing \( n \) by \( -n - 1 \) in the second sum on the right-hand side below, we find that
Now, by the Jacobi triple product identity (4.1.2),
\[
e^{\pi i/6} f(q_1^{4/3}, e^{\pi i/3}, e^{-\pi i/3}) = e^{\pi i/6}(-q_1^{4/3}, e^{\pi i/3}, q_1^{4/3})_\infty (-e^{-\pi i/3}, q_1^{4/3})_\infty (q_1^{4/3}; q_1^{4/3})_\infty \]
\[= 2 \cos(\pi/6)(-q_1^{4/3}, e^{\pi i/3}, q_1^{4/3})_\infty (-q_1^{4/3}, e^{-\pi i/3}, q_1^{4/3})_\infty (q_1^{4/3}; q_1^{4/3})_\infty = \sqrt{3} (q_1^{4}; q_1^{4})_\infty. \tag{6.3.18}\]

Next, if \(\alpha, \beta > 0, \alpha \beta = \pi^2\), and \(f(-q) = (q; q)_\infty\), then [23, p. 43, Entry 27(iii)]
\[
f(-e^{-\alpha}) = q^{-1/24} e^{-\beta/6} \sqrt{\frac{2\pi}{\alpha}} f(-e^{-\beta}),
\]
or
\[
q^{1/24} f(-q) = \sqrt{\frac{2\pi}{\alpha}} q_1^{1/6} f(-q_1^{4}). \tag{6.3.19}\]

Hence, combining (6.3.18) and (6.3.19) yields
\[
\frac{q_1^{1/6} e^{\pi i/6} f(q_1^{4/3}, e^{\pi i/3}, e^{-\pi i/3})}{q_1^{1/24} f(-q)} = \sqrt{\frac{3\alpha}{2\pi}}. \tag{6.3.20}\]

Now return to (6.3.16) and replace \(n\) by \(-n - 1\) in the first sum on the left side below to obtain
\[
\sum_{n=0}^{\infty} \frac{(-1)^n q_1^{2n(3n+5)+4}}{1 - q_1^{4n+3}} + \sum_{n=0}^{\infty} \frac{(-1)^n q_1^{6n(n+1)+1}}{1 - q_1^{4n+1}}
\[= \sum_{n=-\infty}^{-1} \frac{(-1)^n q_1^{6n(n+1)+1}}{1 - q_1^{4n+1}} + \sum_{n=0}^{\infty} \frac{(-1)^n q_1^{6n(n+1)+1}}{1 - q_1^{4n+1}}
\[= \sum_{n=-\infty}^{\infty} \frac{(-1)^n q_1^{6n(n+1)+1}}{1 - q_1^{4n+1}}. \tag{6.3.21}\]

From (6.2.28), we have
\[
(q^4; q^4)_\infty \psi_3(q) = \sum_{n=-\infty}^{\infty} \frac{(-1)^n q_1^{6n(n+1)+1}}{1 - q_1^{4n+1}}. \tag{6.3.22}\]
Dividing both sides of (6.3.16) by $q^{1/24}(q; q)_\infty$, employing (6.3.22) in (6.3.21), and using (6.3.19), we are led to the simplification of

$$
\frac{2\pi\sqrt{2}}{\alpha} q^{\frac{1}{24}} q_{1}^{\frac{1}{2}} (q_{1}^{4}; q_{1}^{4})_\infty = 2\sqrt{\frac{\pi}{\alpha}} q_{1}^{-1/24} \psi(q_{1}).
$$

(6.3.23)

Substituting (6.3.20) and (6.3.23) into (6.3.16) after having divided it by $q^{1/24}(q; q)_\infty$, we finally deduce that

$$
q^{1/24} \phi(q) = 2\sqrt{\pi} q^{-1/24} \psi(q) + \sqrt{\frac{6\pi}{\alpha}} \int_{0}^{\infty} e^{-\frac{3}{2} \alpha x^{2}} \frac{\cosh\left(\frac{5}{2} \alpha x\right) + \cosh\left(\frac{1}{2} \alpha x\right)}{\cosh(3\alpha x)} dx.
$$

This identity is the same as (6.3.1), and so the proof of Theorem 6.3.1 is complete.

We now demonstrate that the integral

$$
J(\alpha) := \int_{0}^{\infty} e^{-\frac{3}{2} \alpha x^{2}} \frac{\cosh\left(\frac{5}{2} \alpha x\right) + \cosh\left(\frac{1}{2} \alpha x\right)}{\cosh(3\alpha x)} dx
$$

(6.3.24)

satisfies the following beautiful transformation formula.

**Theorem 6.3.2.** If $\alpha, \beta > 0$ and $\alpha \beta = \frac{\pi}{2}$, then

$$
J(\alpha) = \sqrt{\frac{\pi}{\alpha^{3}}} J(\beta).
$$

(6.3.25)

**Proof.** We appeal once again to (6.2.25) and then use the formula [73, p. 538, formula 3.981, no. 10] to deduce that

$$
J(\alpha) = \sqrt{\frac{6\beta}{\pi}} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\frac{3}{2} \beta y^{2}} \cos(3\pi xy) \frac{\cosh\left(\frac{5}{2} \alpha x\right) + \cosh\left(\frac{1}{2} \alpha x\right)}{\cosh(3\alpha x)} \, dx \, dy
$$

(6.3.26)

Now,

$$
C := \frac{\cos\left(\frac{5}{12} \pi\right) \cosh\left(\frac{1}{2} \beta y\right)}{\cosh(\beta y) + \cos\left(\frac{5}{6} \pi\right)} + \frac{\cos\left(\frac{1}{12} \pi\right) \cosh\left(\frac{1}{2} \beta y\right)}{\cosh(\beta y) + \cos\left(\frac{1}{6} \pi\right)}
$$

$$
= \frac{\cosh\left(\frac{1}{2} \beta y\right) \{\cos(\frac{5}{12} \pi) \cosh(\beta y) + \frac{1}{2} \sqrt{3}\} + \cos(\frac{1}{12} \pi) (\cosh(\beta y) - \frac{1}{2} \sqrt{3})}{(\cosh(\beta y) - \frac{1}{2} \sqrt{3})(\cosh(\beta y) + \frac{1}{2} \sqrt{3})}
$$

\[ = \frac{\cosh(\frac{1}{2} \beta y)}{\cosh^2(\beta y) - \frac{3}{4}} \left\{ \cos\left(\frac{\pi}{12} \right) \left( \cosh(\beta y) + \frac{1}{2} \sqrt{3} \right) + \cos\left(\frac{\pi}{12} \right) \left( \cosh(\beta y) - \frac{1}{2} \sqrt{3} \right) \right\} \]
\[ = \frac{\cosh(\frac{1}{2} \beta y)}{\cosh^2(\beta y) - \frac{3}{4}} \left\{ \left( \sin\left(\frac{\pi}{12} \right) + \cos\left(\frac{\pi}{12} \right) \right) \cosh(\beta y) \right\} \]
\[ + \left( \sqrt{1 - \frac{1}{2} \sqrt{3}} - \sqrt{1 + \frac{1}{2} \sqrt{3}} \right) \frac{1}{2} \sqrt{3} \cosh(\beta y) \]

We now note that
\[ \left( \sqrt{1 - \frac{1}{2} \sqrt{3}} + \sqrt{1 + \frac{1}{2} \sqrt{3}} \right)^2 = 3 \]
\[ \text{and} \quad \left( \sqrt{1 - \frac{1}{2} \sqrt{3}} - \sqrt{1 + \frac{1}{2} \sqrt{3}} \right)^2 = \frac{1}{2}. \]

Hence,
\[ C = \frac{\cosh(\frac{1}{2} \beta y)}{\cosh^2(\beta y) - \frac{3}{4}} \left\{ \sqrt{\frac{3}{2}} \cosh(\beta y) - \frac{1}{2} \sqrt{3} \right\} \]
\[ = \sqrt{\frac{3}{2}} \frac{\cosh(\frac{1}{2} \beta y)}{\cosh^2(\beta y) - \frac{3}{4}} \left( \cosh(\beta y) - \frac{1}{2} \right) \]
\[ = \sqrt{\frac{3}{2} \cosh(\frac{1}{2} \beta y) \cosh(\beta y)} \frac{\cosh(3\beta y)}{\cosh(3\beta y)} \]
\[ = \sqrt{\frac{3}{2} \cosh(\frac{1}{2} \beta y) + \cosh(\frac{1}{2} \beta y)} \]
\[ = \sqrt{\frac{3}{2}} \cosh(\frac{1}{2} \beta y) + \cos(\frac{1}{2} \beta y). \]

Putting (6.3.27) in (6.3.26), we conclude that
\[ J(\alpha) = \sqrt{\frac{6 \beta}{\pi} \pi} \frac{3}{\alpha} \sqrt{\frac{3}{2}} J(\beta) = \sqrt{\frac{\pi^3}{\alpha^3}} J(\beta), \]
which completes the proof of (6.3.25). \[ \square \]

### 6.4 A Brief Survey of Further Transformation Formulas for Mock Theta Functions

The proofs in this chapter are due to Watson [133]. Following his proofs of the two transformation formulas in Theorems 6.2.1 and 6.3.1, he provides six
additional transformation formulas for third order mock theta functions given by

\[ q^{-\frac{1}{24}} f(q) - 2 \sqrt{\left(\frac{2\pi}{\alpha}\right) q q_1^4 \omega(q_1^2)} = 2 \sqrt{\left(\frac{6\alpha}{\pi}\right)} J_1(\alpha) = \frac{4\beta\sqrt{3}}{\pi} J_2(\beta), \]

\[ q^{-\frac{1}{24}} f(-q) + \sqrt{\left(\frac{\pi}{\alpha}\right) q_1^{-\frac{1}{24}} f(-q_1)} = 2 \sqrt{\left(\frac{6\alpha}{\pi}\right)} J(\alpha) = \frac{2\beta\sqrt{6}}{\pi} J(\beta), \]

\[ q^{-\frac{1}{24}} \phi(q) - 2 \sqrt{\left(\frac{\pi}{\alpha}\right) q_1^{-\frac{1}{24}} \psi(q_1)} = \sqrt{\left(\frac{6\alpha}{\pi}\right)} J(\alpha) = \frac{\beta\sqrt{6}}{\pi} J(\beta), \]

\[ q^{-\frac{1}{24}} \phi(-q) - 2 \sqrt{\left(\frac{\pi}{\alpha}\right) q_1^{-\frac{1}{24}} \psi(-q_1)} = \sqrt{\left(\frac{6\alpha}{\pi}\right)} J_1(\alpha) = \frac{2\beta\sqrt{3}}{\pi} J_2(\beta), \]

\[ q^{-\frac{1}{24}} \psi(q) - 2 \sqrt{\left(\frac{\pi}{2\alpha}\right) q_1^{-\frac{1}{24}} \psi(q_1)} = \sqrt{\left(\frac{3\alpha}{2\pi}\right)} J_1(\alpha) = \frac{\beta\sqrt{3}}{\pi} J_2(\beta), \]

\[ q^{-\frac{1}{24}} \psi(-q) - 2 \sqrt{\left(\frac{\pi}{2\alpha}\right) q_1^{-\frac{1}{24}} \psi(-q_1)} = \sqrt{\left(\frac{3\alpha}{2\pi}\right)} J_2(\frac{1}{2}\alpha) = -\frac{2\beta\sqrt{3}}{\pi} J_1(2\beta). \]

Watson also gives asymptotic expansions for the Mordell integrals appearing in the transformation formulas. For example, as \( \alpha \to 0, \)

\[ J_2(\alpha) = \sqrt{\frac{\pi}{6\alpha}} \left\{ 1 - \frac{4}{3} \alpha + \frac{44}{9} \alpha^2 - \cdots \right\}. \]  

(6.4.1)

He does not provide any details on how he derived these asymptotic expansions. However, they can be readily derived from what is now commonly called Watson’s Lemma [54, p. 50].

**Theorem 6.4.1 (Watson’s Lemma).** Let \( \phi(t) \) be an analytic function of \( t, \) holomorphic in a neighborhood of the origin, and let

\[ \phi(t) = \sum_{m=0}^{\infty} a_m t^m \]

be its Taylor series valid in some neighborhood of the origin. Suppose that for certain positive constants \( K, b, \text{ and } r, \) independent of \( t, \)

\[ |\phi(t)| \leq Ke^{bt}, \quad t > 0. \]

Then

\[ \int_0^\infty e^{-zt} \phi(t) dt \sim \sum_{m=0}^{\infty} \frac{a_m}{r^m} \Gamma\left(\frac{m+1}{r}\right) z^{-(m+1)r}, \]

as \( |z| \to \infty \) in the sector \( |\arg(z)| \leq \frac{\pi}{2} - \epsilon < \frac{\pi}{2}. \)
Thus, to apply Watson’s Lemma to \( J_2(\alpha) \), as \( \alpha \to 0 \) or as \( \beta \to \infty \), first, let \( \alpha x = u \) to obtain

\[
J_2(\alpha) = \frac{1}{\alpha} \int_0^\infty e^{-\frac{3}{2\alpha}u^2} \frac{\cosh u}{\cosh 3u} \, du,
\]

and second, set \( z = \frac{3\alpha}{2} \) and \( r = 2 \).

In their excellent, highly recommended survey [70, pp. 114–115], B. Gordon and R. McIntosh provide a list of 18 transformation formulas for third order mock theta functions, ten of which can be found in Watson’s paper [133]. Four different Mordell integrals appear in the transformation formulas. We have observed three of them in our proofs above; the fourth is given by

\[
\int_0^\infty e^{-3\alpha x^2} \frac{\sinh(\alpha x)}{\sinh(3\alpha x)} \, dx.
\]

They observe that these transformation formulas, as well as those for fifth and seventh order mock theta functions, can be obtained from a universal transformation formula involving

\[
g_3(x, q) := \sum_{n=0}^\infty \frac{q^{n(n+1)}}{(x; q)_{n+1}(q/x; q)_{n+1}} \quad (6.4.2)
\]

and

\[
h_3(x, q) := \sum_{n=0}^\infty \frac{q^{n^2}}{(xq; q)_n(q/x; q)_n} \quad (6.4.3)
\]

Note that, by (5.4.11), \( g_3(x, q) = g(x, q) \). If \( r \) is any real number, then their transformation law is given by [69], [70, p. 110, equation (4.2)]

\[
q^2 r (1-r) - \frac{1}{2\pi} g_3(q^r, q) = \sqrt{\frac{\pi}{2\alpha}} \csc(\pi r) q_1^\frac{1}{8} h_3(e^{2\pi i r}, q_1^4) - \sqrt{\frac{3\alpha}{2\pi}} L(r, \alpha),
\]

where

\[
L(r, \alpha) := \int_0^\infty e^{-\frac{3}{2\alpha}x^2} \frac{\cosh\{(3r-1)\alpha x\} + \cosh\{(3r-2)\alpha x\}}{\cosh\{\frac{3}{2\alpha}x\}} \, dx. \quad (6.4.4)
\]

In their paper [69] and survey paper [70], Gordon and McIntosh record 20 transformation formulas for fifth order mock theta functions. We offer here just one example, namely,

\[
q^{-\frac{1}{60}} f_0(q) = \sqrt{\frac{2\pi(5 - \sqrt{5})}{5\alpha}} q_1^{-\frac{1}{60}} (F_0(q_1^2) - 1) + \sqrt{\frac{2\pi(5 + \sqrt{5})}{5\alpha}} q_1^\frac{71}{60} F_1(q_1^2) + \sqrt{\frac{60\alpha}{\pi}} L \left( \frac{1}{5}, 10\alpha \right),
\]
L(r, \alpha) is defined in (6.4.4).

Gordon and McIntosh [69], [70] also derived transformation formulas for seventh order mock theta functions. We cite only one of the six that they list in [70, p. 119], namely,

\[
q^{-\frac{1}{168}} (F_0(q) - 2) = \sqrt{\frac{8\pi}{7\alpha}} \sin \left(\frac{\pi}{7}\right) q_1^{-\frac{1}{42}} q_1^2 F_0(q_1^4) + \sqrt{\frac{8\pi}{7\alpha}} \sin \left(\frac{2\pi}{7}\right) q_1^{-\frac{25}{42}} q_1^2 F_1(q_1^4) + \sqrt{\frac{8\pi}{7\alpha}} \sin \left(\frac{3\pi}{7}\right) q_1^{-\frac{1}{42}} q_1^2 F_2(q_1^4) - \sqrt{\frac{42\alpha}{\pi}} L \left(\frac{1}{7}, 7\alpha\right).
\]

In analogy with the mock theta functions of odd order being related to the function \( g_3(x, q) \), defined in (6.4.2), the mock theta functions of even order are related to the function

\[
g_2(x, q) := \sum_{n=0}^{\infty} \frac{(-q; q)_n q^{n(n+1)/2}}{(x; q)_{n+1}(q/x; q)_{n+1}}.
\]

The mock theta functions of order 2 are defined by [72], [70, p. 120, equation (5.1)]

\[
A(q) = \sum_{n=0}^{\infty} \frac{(-q; q^2)_n q^{n(n+1)^2}}{(q; q^2)_{n+1}^2},
\]
\[
B(q) = \sum_{n=0}^{\infty} \frac{(-q^2; q^2)_n q^{n(n+1)^2}}{(q^2; q^2)_{n+1}^2},
\]
\[
\mu(q) = \sum_{n=0}^{\infty} \frac{(-1)^n (q; q^2)_n q^{n^2}}{(-q^2; q^2)_n^2}.
\]

McIntosh [98], [70, p. 120, equation (5.3)] established six transformation formulas featuring \( A(q) \), \( B(q) \), and \( \mu(q) \), of which one is given by

\[
q^{-\frac{1}{8}} A(q) = \sqrt{\frac{\pi}{16\alpha}} q_1^{-\frac{1}{8}} \mu(-q_1) - \sqrt{\frac{\alpha}{2\pi}} K(\alpha),
\]

where \( K(\alpha) \) is one of the two Mordell integrals appearing in the transformation formulas for second order mock theta functions; these integrals are defined by

\[
J(\alpha) := \int_0^{\infty} e^{-\alpha x^2} \cosh(\alpha x) dx \quad \text{and} \quad K(\alpha) := \int_0^{\infty} e^{-\frac{1}{2} \alpha x^2} \cosh(\frac{1}{2} \alpha x) \cosh(\alpha x) dx.
\]

Gordon and McIntosh [70, pp. 122–123] record 20 transformation formulas for the sixth order mock theta functions that we studied in a previous chapter. We cite one example. If \( \beta(q) \) and \( \gamma(q) \) are given by

\[
\beta(q) := \sum_{n=0}^{\infty} \frac{q^{3n^2 + 3n + 1}}{(q^3; q^3)_{n+1}(q^2; q^3)_{n+1}} = qg_3(q, q^3)
\]
and

\[ \gamma(q) := \sum_{n=0}^{\infty} \frac{(q;q)_n q^{n^2}}{(q^3;q^3)_n} = h_3(e^{2\pi i/3}, q), \]

then

\[ q^{-\frac{1}{8}} \beta(q) = \sqrt{\frac{2\pi}{3\alpha}} q - \frac{1}{18} \gamma(q^{\frac{1}{3}}) - \sqrt{\frac{81\alpha}{8\pi}} \left\{ J\left(\frac{9\alpha}{2}\right) + \frac{1}{9} J\left(\frac{\alpha}{2}\right) \right\}, \]

where \( J(\alpha) \) is defined, as before, by (6.3.24).

Gordon and McIntosh [68], [70] also studied eighth order mock theta functions, which are defined by

\[ S_0(q) := \sum_{n=0}^{\infty} \frac{(-q; q^2)_n q^{n^2}}{(-q^2; q^2)_n}, \quad S_1(q) := \sum_{n=0}^{\infty} \frac{(-q; q^2)_n q^{n(n+2)}}{(-q^2; q^2)_n}, \]

\[ T_0(q) := \sum_{n=0}^{\infty} \frac{(-q^2; q^4)_n q^{(n+1)(n+2)}}{(-q; q^2)_{n+1}}, \quad T_1(q) := \sum_{n=0}^{\infty} \frac{(-q^2; q^4)_n q^{n(n+1)}}{(-q; q^2)_{n+1}}. \]

Appearing in the transformation laws of these eighth order mock theta functions are the functions

\[ U_0(q) := \sum_{n=0}^{\infty} \frac{(-q; q^2)_n q^{n^2}}{(-q^4; q^4)_n} = S_0(q) + qS_1(q^2), \]

\[ U_1(q) := \sum_{n=0}^{\infty} \frac{(-q; q^2)_n q^{n(n+2)}}{(-q^2; q^2)_{n+1}} = T_0(q^2) + qT_1(q^2), \]

\[ V_0(q) := -1 + 2 \sum_{n=0}^{\infty} \frac{(-q; q^2)_n q^{n^2}}{(q; q^2)_n}, \]

\[ V_1(q) := \sum_{n=0}^{\infty} \frac{(-q; q^2)_n q^{n(n+2)}}{(q; q^2)_{n+1}}. \]

One of the 16 transformation formulas found by McIntosh and Gordon is given by [70, p. 125]

\[ q^{-\frac{1}{16}} S_0(q) = \sqrt{\frac{\pi}{4\alpha}} V_0(q_1) + \sqrt{\frac{2\pi}{\alpha}} q_1 \frac{1}{4} V_1(q_1) + \sqrt{\frac{4\alpha}{\pi}} K_3(\alpha), \]

where \( K_3(q) \) is a Mordell integral given by

\[ K_3(q) := \int_{0}^{\infty} e^{-\alpha x^2} \frac{\sinh(\frac{3}{2} \alpha x)}{\sinh(2\alpha x)} \, dx. \]

Two of the four mock theta functions of order 10 are given by (6.1.1). The remaining two tenth order mock theta functions are defined by
\[ X(q) := \sum_{n=0}^{\infty} \frac{(-1)^n q^{n^2}}{(-q; q)_{2n}}, \quad \chi(q) := \sum_{n=0}^{\infty} \frac{(-1)^n q^{(n+1)^2}}{(-q; q)_{2n+1}}. \]

Gordon and McIntosh [70, p. 129] provide eight transformation laws for tenth order mock theta functions, one of which is given by

\[ \frac{1}{q^{\frac{5}{2}}} \phi(q) = \sqrt{\frac{(5 + \sqrt{5})\pi}{10\alpha}} q_1^{\frac{1}{20}} X(q_1^2) - \sqrt{\frac{(5 - \sqrt{5})\pi}{10\alpha}} q_1^{\frac{9}{20}} \chi(q_1^2) - \sqrt{\frac{20\alpha}{\pi}} J_4(\alpha), \]

where \( J_4(\alpha) \) is a Mordell integral defined by

\[ J_4(\alpha) := \int_{0}^{\infty} e^{-5\alpha x^2} \frac{\cosh(\alpha x)}{\cosh(5\alpha x)} dx. \]
Transformation Formulas: 10th Order Mock Theta Functions

7.1 Introduction

On page 9 in his lost notebook [120], Ramanujan offers eight identities for tenth order mock theta functions. Let us recall the four tenth order mock theta functions:

\[
\begin{align*}
\phi(q) &:= \sum_{n=0}^{\infty} \frac{q^{(n+1)/2}}{(q^2;q^2)_{n+1}}, \\
\psi(q) &:= \sum_{n=0}^{\infty} \frac{q^{(n+1)(n+2)/2}}{(q^2;q^2)_{n+1}}, \\
X(q) &:= \sum_{n=0}^{\infty} \frac{(-1)^n q^n}{(-q;q)_{2n}}, \\
\chi(q) &:= \sum_{n=0}^{\infty} \frac{(-1)^n q^{(n+1)^2}}{(-q^2;q^2)_{2n+1}}.
\end{align*}
\]

(7.1.1)

The seventh and eighth identities are transformation formulas involving \(\phi(q)\), \(\psi(q)\), and what we now call a Mordell integral. The goal of this chapter is to prove these two transformation formulas.

Entry 7.1.1 (p. 9). If \(\phi(q)\) and \(\psi(q)\) are defined by (7.1.1), then, for \(n > 0\),

\[
\int_{0}^{\infty} \frac{e^{-\pi n x^2}}{\cosh \frac{2\pi x}{\sqrt{5}}} dx + \frac{1}{\sqrt{n}} e^{\pi/(5n)} \psi(-e^{-\pi/n})
\]

\[
= \sqrt{\frac{5 + \sqrt{5}}{2}} e^{-\pi n/5} \phi(-e^{-\pi n}) - \frac{\sqrt{5} + 1}{2\sqrt{n}} e^{-\pi/(5n)} \phi(-e^{-\pi/n}).
\]

(7.1.3)

Entry 7.1.2 (p. 9). If \(\phi(q)\) and \(\psi(q)\) are defined by (7.1.1), then, for \(n > 0\),

\[
\int_{0}^{\infty} \frac{e^{-\pi n x^2}}{\cosh \frac{2\pi x}{\sqrt{5}}} dx + \frac{1}{\sqrt{n}} e^{\pi/(5n)} \psi(-e^{-\pi/n})
\]

\[
= -\sqrt{\frac{5 - \sqrt{5}}{2}} e^{-\pi n/5} \psi(-e^{-\pi n}) + \frac{\sqrt{5} - 1}{2\sqrt{n}} e^{-\pi/(5n)} \phi(-e^{-\pi/n}).
\]

(7.1.4)
In order to relate Choi’s proofs [46] of Entries 7.1.1 and 7.1.2, we review some notation and results, some of which were used in previous chapters. Recall that Ramanujan’s theta function \( f(a, b) \) is defined by

\[
f(a, b) := \sum_{n=-\infty}^{\infty} a^{n(n+1)/2} b^{n(n-1)/2}, \quad |ab| < 1.
\] (7.1.5)

Recall the Jacobi triple product identity [23, p. 35]

\[
f(a, b) = (-a; ab)_{\infty} (-b; ab)_{\infty} (ab; ab)_{\infty}.
\] (7.1.6)

We shall use the elementary properties [23, p. 34]

\[
f(-1/a, a) = 0, \quad |a| < 1,
\] (7.1.7)

and, for any integer \( n \),

\[
f(a, b) = a^{n(n+1)/2} b^{n(n-1)/2} f(a(ab)^n, b(ab)^{-n}).
\] (7.1.8)

The identities

\[
(a^2; q)_{\infty} = (a^2; q^2)_{\infty} (a^2 q; q^2)_{\infty} = (-a; q)_{\infty} (a; q)_{\infty} (a^2 q; q^2)_{\infty}
\] (7.1.9)

will be frequently used, usually without comment. Lastly, recall the pentagonal number theorem [23, p. 36]

\[
f(-q, -q^2) = (q; q)_{\infty}.
\] (7.1.10)

We next recall some definitions and results from [44]. Let

\[
L_1(-q, z) := 2 \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{5n^2+5n} z^{n+1}}{1 - q^{10n+3} z},
\] (7.1.11)

\[
L_2(-q, z) := 2 \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{5n^2-5n+1} z^{n+1}}{1 - q^{10n+1} z},
\] (7.1.12)

\[
A(z, x, q) := \frac{(q; q^5)_{\infty} (q^2; q^2)_{\infty}}{f(-q, -q) f(-x, -q/x) f(-zq, -q/z)} f(-q, -q^2) f(q^2, -q^3),
\] (7.1.13)

\[
a_1(q) := -\frac{q(q^5; q^5)_{\infty} (q^{10}; q^{10})_{\infty} f(-q^2, -q^8)}{f(-q, -q^4) f(-q^4, -q^8)},
\] (7.1.14)

and

\[
a_2(q) := \frac{(q^5; q^5)_{\infty} (q^{10}; q^{10})_{\infty} f(-q^4, -q^6)}{f(-q^2, -q^3) f(-q^2, -q^8)}.
\] (7.1.15)

Then, with \( \phi(q) \) and \( \psi(q) \) defined by (7.1.1) [44],
7.2 Some Theta Function Identities

\[ \psi(q)f(-z, -q^{10}/z) = L_1(-q, z) + a_1(q)f(-z, -q^{10}/z) + 2qA(z/q^2, q, q^5) \]
\[ (7.1.16) \]

and

\[ \phi(q)f(-z, -q^{10}/z) = L_2(-q, z) + a_2(q)f(-z, -q^{10}/z) + 2qA(z/q^4, q^2, q^5). \]
\[ (7.1.17) \]

The identities (7.1.16) and (7.1.17) show that \( \phi(q) \) and \( \psi(q) \) can be expressed in terms of generalized Lambert series and theta functions. D. Hickerson [78], [79] derived analogous results for fifth and seventh order mock theta functions, and the first author and Hickerson [21] established similar results for sixth order mock theta functions. Choi [45] also derived similar identities for the tenth order mock theta functions \( X(q) \) and \( \chi(q) \).

We shall establish Entries 7.1.1 and 7.1.2 with the aid of (7.1.16), (7.1.17), and a transformation formula for a certain Mordell integral that was derived by Mordell [104, p. 333]. More precisely, Mordell proved that

\[ \int_{-\infty}^{\infty} \frac{e^{\pi i \omega t^2 - 2\pi xt}}{e^{2\pi t} - e^{2\pi \theta}} dt = e^{-\pi i \theta^2 \omega + 2\theta x + \theta^2} \]
\[ (7.1.18) \]

\[ \times \frac{F((x + \theta \omega)/\omega, -1/\omega) + i\omega F(x + \theta \omega, \omega)}{\omega \theta_{11}(x + \theta \omega, \omega)}, \quad q = e^{\pi i \omega}, \quad \text{Im}(\omega) > 0, \]

where

\[ iF(x, \omega) := \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + m + 1/4} e^{(2m+1)\pi i x}}{1 + q^{2m+1}} \]
\[ (7.1.19) \]

and

\[ i\theta_{11}(x, \omega) := \sum_{m=-\infty}^{\infty} (-1)^m q^{m^2 + m + 1/4} e^{(2m+1)\pi i x}. \]
\[ (7.1.20) \]

In Section 7.2, we establish nine identities for theta functions. Using (7.1.18), we demonstrate in Section 7.3 that the integral in (7.1.3) may be represented in terms of \( F(x, \omega) \) and \( \theta_{11}(x, \omega) \). Next, using (7.1.11), (7.1.12), (7.1.16), and (7.1.17) in the aforementioned integral identity, we show that the integral on the left-hand side of (7.1.3) can be represented in terms of the tenth order mock theta functions \( \phi(q) \), \( \psi(q) \), and theta functions. The identities in Section 7.2 enable us to simplify the representation and complete the proof of (7.1.3). In Section 7.4, we employ similar ideas to prove Entry 7.1.2.

7.2 Some Theta Function Identities

The first two theta function identities, found in Ramanujan’s second notebook [119], [23, p. 45, Entry 29], are extremely useful.
Lemma 7.2.1. If \(ab = cd\), then

\[
f(a, b) f(c, d) + f(-a, -b) f(-c, -d) = 2 f(ac, bd) f(ad, bc)
\]

(7.2.1)

and

\[
f(a, b) f(c, d) - f(-a, -b) f(-c, -d) = 2 a f\left(\frac{b}{c}, \frac{c}{b} abcd\right) f\left(\frac{b}{d}, \frac{d}{b} abcd\right).
\]

Lemma 7.2.2. If \(xy \neq 0\), then

\[
f(-x, -q/x)f(-y, -q/y) = f(xy, q^2/(xy)) f(yq/x, xq/y) - x f(xyq/y, xq)(y/x, xq^2/y).
\]

Proof. In Lemma 7.2.1, set \(a = -x, b = -q/x, c = -y\), and \(d = -q/y\) in both (7.2.1) and (7.2.2). Add the resulting two identities and divide by 2 to achieve the desired result. \(\Box\)

Lemma 7.2.3. If \(a, b, c,\) and \(d\) are any nonzero complex numbers, then

\[
a f\left(-ab, -\frac{q}{ab}\right) f\left(-\frac{b}{a}, -\frac{a}{b} q\right) f\left(-cd, -\frac{q}{cd}\right) f\left(-\frac{c}{d}, -\frac{d}{c} q\right) \\
b f\left(-bc, -\frac{q}{bc}\right) f\left(-\frac{c}{b}, -\frac{b}{c} q\right) f\left(-ad, -\frac{q}{ad}\right) f\left(-\frac{a}{d}, -\frac{d}{a} q\right) \\
c f\left(-ac, -\frac{q}{ac}\right) f\left(-\frac{a}{c}, -\frac{c}{a} q\right) f\left(-bd, -\frac{q}{bd}\right) f\left(-\frac{b}{d}, -\frac{d}{b} q\right) = 0.
\]

(7.2.3)

Proof. Recall the definition of the classical theta function

\[
\vartheta_1(z) := \vartheta_1(z, q) := -i \sum_{n=\infty}^{\infty} (-1)^n q^{n(n+1)+1/4} e^{(2n+1)iz}
\]

\[
= -i q^{1/4} e^{iz} f(-q^2 e^{2iz}, -e^{-2iz}), \quad \text{Im} \ z > 0, \quad (7.2.4)
\]

upon the use of Ramanujan’s notation (7.1.5). A fundamental identity discovered by K. Weierstrass, but expressed in terms of the Weierstrass \(\sigma\)-function, is given by [136, p. 451, Example 5], [90]

\[
\vartheta_1(u + u_1) \vartheta_1(u - u_1) \vartheta(u_2 + u_3) \vartheta(u_2 - u_3) \\
+ \vartheta_1(u + u_2) \vartheta_1(u - u_2) \vartheta(u_3 + u_1) \vartheta(u_3 - u_1) \\
+ \vartheta_1(u + u_3) \vartheta_1(u - u_3) \vartheta(u_1 + u_2) \vartheta(u_1 - u_2) = 0.
\]

(7.2.5)

With the use of (7.2.4), we translate (7.2.5) into an identity involving Ramanujan’s theta functions with the substitutions \(a = e^{2iu}, b = e^{-2iu_1}, c = e^{-2iu_2},\) and \(d = e^{-2iu_3}\). We also replace \(q^2\) by \(q\) and divide both sides of the equation by \(\sqrt{q}\). Hence,
Proof. We apply Lemma 7.2.2 with \( \frac{a}{c} f \left( -\frac{a}{b} q, -\frac{b}{a} \right) f \left( -qab, -\frac{1}{ab} \right) f \left( -\frac{q}{cd}, -cd \right) f \left( -\frac{d}{c} q, -\frac{c}{d} \right) \)
\[
+ \frac{a}{d} f \left( -\frac{a}{c} q, -\frac{c}{a} \right) f \left( -qac, -\frac{1}{ac} \right) f \left( -\frac{q}{bd}, -bd \right) f \left( -\frac{b}{d} q, -\frac{d}{b} \right) \\
+ \frac{a}{b} f \left( -\frac{a}{d} q, -\frac{d}{a} \right) f \left( -qad, -\frac{1}{ad} \right) f \left( -\frac{q}{bc}, -bc \right) f \left( -\frac{c}{b} q, -\frac{b}{c} \right) = 0.
\]

(7.2.6)

In order to establish (7.2.3), we see that we need to apply (7.1.8) with \( n = 1 \) a total of 7 times to obtain all 12 theta functions appearing in (7.2.3). Multiply the resulting equality by \( abc \) in order to obtain precisely (7.2.3). \( \square \)

Lemma 7.2.4. We have
\[
\begin{align*}
\frac{(-q^3; q^5)^\infty (q^{10}; q^{10})^\infty f(-q^4, -q^6)}{f(-q^2, q^5)f(-q^4, -q^6)} - 2q \frac{(-q^5; q^5)^2 \infty (q^{10}; q^{10})^2 \infty}{f^2(q^2, q^5)f(-q^4, -q^6)} \\
= \frac{f(-q, -q^3)f(q^2, q^7)f(q^4, q^6)}{f(-q^3, -q^6)f(q, q^5)}.
\end{align*}
\]

(7.2.7)

Proof. We apply Lemma 7.2.2 with \( q \) replaced by \( q^5 \) and \( x = -q \) and \( y = q^2 \). Accordingly,
\[
f(q, q^4)f(-q^2, -q^3) = f(-q^3, -q^7)f(-q^4, -q^6) + qf(-q, -q^9)f(-q^2, -q^8).
\]

(7.2.8)

Next, in Lemma 7.2.3, replace \( q \) by \( q^{10} \) and set \( a = q^3, \ b = q^2, \ c = q^5, \) and \( d = q \) to deduce that
\[
\begin{align*}
q^3 f(-q^5, -q^6)f(-q^{-1}, -q^{11})f^2(-q^6, -q^4) \\
+ q^2 f^2(-q^7, -q^3)f(-q^4, -q^6)f(-q^2, -q^8) \\
+ q^5 f(-q^8, -q^2)f(-q^{-2}, -q^{12})f(-q^3, -q^7)f(-q, -q^9) = 0.
\end{align*}
\]

(7.2.9)

Now apply (7.1.8) twice with \( n = 1 \) in (7.2.9) and divide both sides by \( q^3 \) to arrive at
\[
f(-q^2, -q^6)f^2(-q^3, -q^7)f(-q^4, -q^6) \\
= f(-q, -q^9)f^2(-q^4, -q^6)f(-q^5, -q^5) \\
+ qf(-q, -q^9)f^3(-q^2, -q^8)f(-q^3, -q^7).
\]

(7.2.10)

Multiplying both sides of (7.2.8) by \( f(-q^2, -q^6)f(-q^3, -q^7) \) and using (7.2.10), we find that
\[
f(-q^2, -q^6)f(-q^3, -q^7)f(q, q^4)f(-q^4, -q^3) \\
= f(-q, -q^9)f^2(-q^4, -q^6)f(-q^5, -q^5) \\
+ 2qf(-q, -q^9)f^2(-q^2, -q^8)f(-q^3, -q^7).
\]

(7.2.11)
Dividing both sides of (7.2.11) by

\[ f(-q, -q^3)f^2(-q^2, -q^8)f(-q^3, -q^7)f(-q^4, -q^5)f(-q^5, -q^6)/\left(q^{10}; q^{10}\right)_\infty^3, \]

using (7.1.9), and replacing \( q \) by \(-q\), we complete the proof of Lemma 7.2.4. \( \Box \)

**Lemma 7.2.5.** We have

\[ -\frac{\left(-q^5; q^5\right)_\infty\left(q^{10}; q^{10}\right)_\infty f(-q^2, -q^5)}{f(q, -q^4)f(q^2, -q^6)} + 2\frac{\left(-q^5; -q^5\right)_\infty\left(q^{10}; q^{10}\right)_\infty}{f^2(q^5, q^8)f(-q^2, -q^8)} \]

\[ = \frac{f(-q^3, -q^6)f(q, q^9)f(q^2, q^8)}{f(-q^2, -q^8)f(q^3, q^4)} \quad (7.2.12) \]

**Proof.** Replacing \( q, x, \) and \( y \) by \( q^5, q, \) and \(-q^3\), respectively, we find that

\[ f(-q, -q^4)f(q^2, q^3) = f(-q^3, -q^7)f(-q^4, -q^6) - qf(-q, -q^9)f(-q^2, -q^8). \quad (7.2.13) \]

Replacing \( q \) by \( q^{10} \), setting \( a = q^4, b = q, c = q^5, \) and \( d = q^3 \) in Lemma 7.2.3, applying (7.1.8) three times with \( n = 1 \) in each instance, and dividing both sides by \( q \), we find that

\[ qf^2(-q, -q^9)f(-q^2, -q^8)f(-q^4, -q^6) \]

\[ = f^2(-q^2, -q^8)f(-q^3, -q^7)f(-q^5, -q^5) \]

\[ - f(-q, -q^9)f(-q^3, -q^7)f^2(-q^4, -q^6). \quad (7.2.14) \]

Multiplying both sides of (7.2.13) by \( f(-q, -q^9)f(-q^4, -q^6) \) and using (7.2.14), we deduce that

\[ f(-q, -q^9)f(-q^4, -q^6)f(-q, -q^4)f(q^2, q^3) \]

\[ = 2f(-q, -q^9)f(-q^3, -q^7)f^2(-q^4, -q^6) \]

\[ - f^2(-q^2, -q^8)f(-q^3, -q^7)f(-q^5, -q^5). \quad (7.2.15) \]

Dividing both sides of (7.2.15) by

\[ f(-q, -q^9)f(-q^2, -q^8)f(-q^3, -q^7)f^2(-q^4, -q^6)f(-q^5, -q^5)/\left(q^{10}; q^{10}\right)_\infty^3, \]

using (7.1.9), and replacing \( q \) by \(-q\), we finish the proof of Lemma 7.2.5. \( \Box \)

**Lemma 7.2.6.** We have

\[
\begin{align*}
&f(-q^{15}, -q^{35})f(q^{25}, q^{25}) + q^3 f(-q^5, -q^{45})f(q^{25}, q^{25}) \\
&+ f(-q^{25}, -q^{25})f(q^{15}, q^{35}) - q^4 f(-q^5, -q^{45})f(q^{15}, q^{35}) \\
&- q^3 f(-q^{25}, -q^{25})f(q^5, q^{45}) - q^4 f(-q^{15}, -q^{35})f(q^5, q^{45}) \\
&= 2f(-q^4, -q^{16})f(-q^8, -q^{12}). 
\end{align*}
\quad (7.2.16)
\]
Proof. Let $a = -q^{15}$, $b = -q^{35}$, and $c = d = q^{25}$ in (7.2.1), so that $ab = cd$. Therefore,

$$f(-q^{15}, -q^{35})f(q^{25}, q^{25}) + f(-q^{25}, -q^{25})f(q^{15}, q^{35}) = 2f^2(-q^{40}, -q^{60}).$$

(7.2.17)

Next, set $a = -q^5$, $b = -q^{45}$, and $c = d = q^{25}$ in (7.2.2), so that once again $ab = cd$. Hence,

$$f(-q^5, -q^{45})f(q^{25}, q^{25}) - f(-q^{25}, -q^{25})f(q^5, q^{45}) = -2q^5f^2(-q^{20}, -q^{80}).$$

(7.2.18)

Setting $a = -q^5$, $b = -q^{45}$, and $c = q^{15}$, and $d = q^{35}$ in (7.2.1), so that of course $ab = cd$, we find that

$$f(-q^5, -q^{45})f(q^{15}, q^{35}) + f(-q^{15}, -q^{35})f(q^5, q^{45}) = 2f(-q^{20}, -q^{80})f(-q^{40}, -q^{60}).$$

(7.2.19)

If we let $L(q)$ denote the left-hand side of (7.2.16) and use (7.2.17)–(7.2.19), we find that

$$L(q) = 2f^2(-q^{40}, -q^{60}) - 2q^8f^2(-q^{20}, -q^{80}) - 2q^4f(-q^{20}, -q^{80})f(-q^{40}, -q^{60}).$$

(7.2.20)

From [24, p. 191], we recall that

$$f(xA, x/A)f(xB, x/B) = f(x^5A^2B, x^5A^{-2}B^{-1})f(x^5A^{-1}B^2, x^5AB^{-2})$$

$$+ xBf(x^7A^2B, x^3A^{-2}B^{-1})f(x^9A^{-1}B^2, x^3AB^{-2})$$

$$+ xB^{-1}f(x^3A^2B, x^7A^{-2}B^{-1})f(xA^{-1}B^2, x^9AB^{-2})$$

$$+ xAf(x^9A^2B, xA^{-2}B^{-1})f(x^3A^{-1}B^2, x^7AB^{-2})$$

$$+ xA^{-1}f(x^3A^2B, x^9A^{-2}B^{-1})f(x^7A^{-1}B^2, x^3AB^{-2}).$$

(7.2.21)

Setting $x = -q^{10}$, $A = q^6$, and $B = q^{-2}$ in (7.2.21), and then multiplying both sides by 2, we find that

$$2f(-q^4, -q^{16})f(-q^{8}, -q^{12})$$

$$= 2f^2(-q^{40}, -q^{60}) - 2q^8f^2(-q^{20}, -q^{80}) - 2q^4f(-q^{20}, -q^{80})f(-q^{40}, -q^{60}).$$

(7.2.22)

Substituting (7.2.22) into (7.2.20), we see that we have completed the proof of (7.2.16).

The next six theta function identities that we need are proved using the theory of modular forms. We follow the exposition in Choi’s paper [46]. The method is also described in the second author’s book [23, pp. 326–345]. We assume that the reader is familiar with basic facts of modular forms; if not, we recommend the book [87] by M. Knopp for a lucid and quick introduction.
Let $H = \{ z : \text{Im}(z) > 0 \}$. Recall the definition of the Dedekind eta function $\eta(z)$, which is a modular form of weight $\frac{1}{2}$ on the full modular group. If $n$ is a positive integer, from its definition, we note that

$$\eta_n := \eta(nz) = q^{n/24}(q^n; q^n) \infty = q^{n/24}f(-q^n, -q^{2n}), \quad q = e^{2\pi iz}, \quad z \in H. \quad (7.2.23)$$

We need to also define the generalized Dedekind eta function.

**Definition 7.2.1.** For $z \in H$, the generalized Dedekind eta function is defined by

$$\eta_{n,m}(z) := e^{\pi i P_2(m/n)nz} \prod_{k \equiv m \pmod{n}} (1 - e^{2\pi ikz}) \prod_{k \equiv -m \pmod{n}} (1 - e^{2\pi ikz}) = e^{\frac{1}{2} P_2(m/n)nf(-q^m, -q^{n-m})} (q^n; q^n) \infty, \quad (7.2.24)$$

where $P_2(t) = \{t\}^2 - \{t\} + \frac{1}{6}$ is the second Bernoulli function, and $\{t\} = t - [t]$ is the fractional part of $t$.

The full modular group of linear fractional transformations $(az+b)/(cz+d)$, $a, b, c, d \in \mathbb{Z}$, is denoted by $\Gamma(1)$. Let $\Gamma_1(N)$ denote the subgroup of $\Gamma(1)$ where $a \equiv d \equiv 1 \pmod{N}$ and $c \equiv 0 \pmod{N}$. Let $\{\Gamma, r, v\}$ denote the space of modular forms of weight $r$ and multiplier system $v$ on a subgroup $\Gamma$ of finite index in $\Gamma(1)$. Let $\text{ord}(f; z)$ denote the invariant order of a modular form $f$ at $z$, and let $\text{Order}(f; z)$ denote the order of $f$ with respect to $\Gamma$, defined by

$$\text{Ord}_\Gamma(f; z) := \frac{1}{\ell} \text{ord}(f; z),$$

where $\ell$ is the order of $f$ at $z$ as a fixed point of $\Gamma$.

**Lemma 7.2.7.** [87, p. 51] Let $\zeta_{24}$ be a primitive 24th root of unity, and $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(1)$. The multiplier system $v_\eta$ for the modular form $\eta(z)$ is given by

$$v_\eta(M) = \begin{cases} \zeta_{24}^{bd(1-c^2)+c(a+d)-3c}, & \text{if } c \text{ is odd}, \\ \zeta_{24}^{ac(1-d^2)+d(b-c)+3(d-1)}, & \text{if } d \text{ is odd and either } c \geq 0 \text{ or } d \geq 0, \\ -\zeta_{24}^{ac(1-d^2)+d(b-c)+3(d-1)}, & \text{if } d \text{ is odd, } c < 0, \text{ and } d \geq 0. \end{cases}$$

**Lemma 7.2.8.** (The valence formula) [123, Theorem 4.1.4] If $f \in \{\Gamma, r, v\}$ and $f$ is not identically 0, then

$$\sum_{z \in \mathcal{R}} \text{Ord}_\Gamma(f; z) = \mu r,$$
where $R$ is any fundamental region for $\Gamma$ and

$$
\mu := \frac{1}{12}[\Gamma(1) : \Gamma].
$$

**Lemma 7.2.9.** [46, Lemma 2.2.4] If $n \in \mathbb{Z}^+$, $m_1, m_2, \ldots, m_{2n}$ are positive integers, $N$ is a positive even integer, and $[m_1, m_2, \ldots, m_{2n}] | N$, then, for $z \in \mathcal{H}$,

$$
\eta(m_1 z) \eta(m_2 z) \cdots \eta(m_{2n} z) \in \{ \Gamma_1(N), n, v \},
$$

where $A = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma_1(N)$. Furthermore, if $\zeta_{24}$ is a primitive 24th root of unity, then

$$
v(A) = \frac{2n}{24} \prod_{j=1}^{2n} \left( \frac{c/m_j}{|d|} \right) \zeta_{24}^{ac(1-d^2)/m_j + d(m_j b - c/m_j) + 3(d-1)}.
$$

**Lemma 7.2.10.** [51, Lemma 2.6.5] For each positive integer $n$,

$$
[\Gamma(1) : \Gamma_1(n)] = n^2 \prod_{p | n} \left( 1 - \frac{1}{p^2} \right),
$$

where the product is over all primes $p$ dividing $n$.

**Lemma 7.2.11.** [125, p. 126, Theorem 3] For $z \in \mathcal{H}$, let

$$
f(z) = \prod_{n | N \atop 0 \leq m < n} \eta^{r_{n,m}}(z),
$$

where $r_{n,m}$ are integers. If

$$
\sum_{n | N \atop 0 \leq m < n} n \eta^{2} \left( \frac{m}{n} \right) r_{n,m} \equiv 0 \pmod{2} \quad \text{and} \quad \sum_{n | N \atop 0 \leq m < n} \frac{N}{n} \eta^{2} \left( \frac{m}{n} \right) r_{n,m} \equiv 0 \pmod{2},
$$

then $f(z) \in \{ \Gamma_1(N), 0, I \}$, where for $M = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma_1(N)$ and $I(M) = 1$.

**Lemma 7.2.12.** For $z \in \mathcal{H}$,

$$
\eta^{18} \eta^{4}_{10,2} \eta^{10,3} \eta^{20,2} \eta^{20,4} \eta^{100,50}
\times \left( -\eta^{50,5} \eta^{50,10} \eta^{50,15} \eta^{50,25} \eta^{100,40} + \eta^{50,5} \eta^{50,10} \eta^{50,15} \eta^{50,20} \eta^{50,25} \eta^{100,40} \\
- \eta^{50,15} \eta^{50,20} \eta^{50,25} \eta^{100,20} + 2\eta^{50,5} \eta^{50,10} \eta^{50,15} \eta^{50,20} \eta^{50,25} \eta^{100,40} \\
- 2\eta^{50,5} \eta^{50,20} \eta^{50,25} \eta^{100,30} \eta^{100,40} + \eta^{50,5} \eta^{50,15} \eta^{50,20} \eta^{100,40} \eta^{100,50} \right)
= \eta^{2} \eta^{16} \eta^{2} \eta^{2} \eta^{10,1} \eta^{10,2} \eta^{10,4} \eta^{20,8} \eta^{50,10} \eta^{50,15} \eta^{50,20} \eta^{50,25} \eta^{90,50},
$$

(7.2.25)
Proof. For $1 \leq j \leq 7$, let $f_j^1$ denote the product of eta functions in each of the 7 products in (7.2.25), and let $g_j^1$ denote the product of the generalized eta functions in each of the seven products in (7.2.25). Each $f_j^1$ is the product of 18 eta functions, and by Lemma 7.2.9 and a straightforward calculation, each $f_j^1$ is a modular form of weight 9 on $\Gamma_1(300)$ with the multiplier system $v_1$, where for $A = \left(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}\right) \in \Gamma_1(300)$,
\[
v_1(A) = \frac{1}{24}e^{(a-d^2-d)+12bd+3(d-1)}.
\]
By Lemma 7.2.11 and a straightforward calculation, each $g_j^1$ is a modular form of weight 0 on $\Gamma_1(300)$ with the multiplier system $v_1$. Therefore, each $f_j^1g_j^1$ is a modular form of weight 9 on $\Gamma_1(300)$ with multiplier system $v_1$. By Lemma 7.2.10, $[\Gamma(1) : \Gamma_1(300)] = 57600$. Let $F_1$ denote the difference of the left- and right-hand sides of (7.2.25). Applying Lemma 7.2.8 for a fundamental region $R$ for $\Gamma_1(300)$, we deduce that
\[
\sum_{z \in R} \text{Ord}_{\Gamma_1(300)}(F_1; z) = 9 \cdot \frac{57600}{12} = 43200 \geq \text{ord}(F_1; \infty), \quad (7.2.26)
\]
since both sides of (7.2.25) are analytic on $R$. Using Mathematica, we calculate the Taylor series of $F_1$ about $q = 0$ (or about the cusp $z = \infty$) and find that $F_1 = O(q^{43201})$. Unless $F_1$ is a constant, we have a contradiction to (7.2.26). Our proof of Lemma 7.2.12 is therefore completed. 

\[\square\]

Lemma 7.2.13. For $z \in \mathcal{H}$,
\[
\eta_{50}^{18} \eta_{10,1}^{16} \eta_{10,2}^{16} \eta_{20,6}^{2} \eta_{20,8} \eta_{100,50} \times \left( \eta_{50,5} \eta_{50,10} \eta_{50,15} \eta_{50,20} \eta_{50,25} \eta_{100,20} + \eta_{50,5} \eta_{50,10} \eta_{50,20} \eta_{50,25} \eta_{100,20} \right)
- \eta_{50,5} \eta_{50,10} \eta_{50,15} \eta_{50,20} \eta_{50,25} \eta_{100,20} - 2\eta_{50,5} \eta_{50,10} \eta_{50,15} \eta_{50,20} \eta_{50,25} \eta_{100,20}
- 2\eta_{50,10} \eta_{50,15} \eta_{50,20} \eta_{50,25} \eta_{100,20} + \eta_{50,5} \eta_{50,10} \eta_{50,15} \eta_{50,20} \eta_{50,25} \eta_{100,20}
= \eta_{50}^{16} \eta_{100,1}^{16} \eta_{10,2}^{16} \eta_{20,4} \eta_{50,5} \eta_{50,10} \eta_{50,20} \eta_{50,25} \eta_{100,50} \eta_{100,50}. \quad (7.2.27)
\]
Proof. For $1 \leq j \leq 7$, let $f_j^2$ denote the product of eta functions in each of the 7 products in (7.2.27), and let $g_j^2$ denote the product of the generalized eta functions in each of the seven products in (7.2.27). Each $f_j^2$ is the product of 18 eta functions, and by Lemma 7.2.9 and a straightforward calculation, each $f_j^2$ is a modular form of weight 9 on $\Gamma_1(300)$ with the multiplier system $v_2$, where for $A = \left(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}\right) \in \Gamma_1(300)$,
\[
v_2(A) = \frac{1}{24}e^{(a-d^2-d)+12bd+3(d-1)}.
\]
By Lemma 7.2.11 and a straightforward calculation, each $g_j^2$ is a modular form of weight 0 on $\Gamma_1(300)$ with the multiplier system $I$. Hence, each $f_j^2g_j^2$ is a
modular form of weight 9 on $\Gamma_1(300)$ with multiplier system $v_2$. Let $F_2$ denote the difference of the left- and right-hand sides of (7.2.27). Applying Lemma 7.2.8 for a fundamental region $R$ for $\Gamma_1(300)$, we deduce that

$$\sum_{z \in R} \text{Ord}_{\Gamma_1(300)}(F_2; z) = \frac{9 \cdot 57600}{12} = 43200 \geq \text{ord}(F_2; \infty), \quad (7.2.28)$$

since both sides of (7.2.27) are analytic on $R$. Using Mathematica, we calculate the Taylor series of $F_2$ about $q = 0$ (or about the cusp $z = i \infty$) and find that $F_2 = O(q^{43201})$. Unless $F_2$ is a constant, we have a contradiction to (7.2.28).

Our proof of Lemma 7.2.13 is thus finished.

\[\Box\Box\]

**Lemma 7.2.14.** For $z \in \mathcal{H}$,

$$\eta_5^2 \eta_{100}^2 \eta_{50,1}^2 \eta_{6,1}^2 \times (\eta_{50,5}^3 \eta_{50,10}^3 \eta_{100,40} \eta_{100,50} + \eta_{50,15} \eta_{50,20} \eta_{100,20} \eta_{100,50} - 3 \eta_{50,10}^2 \eta_{50,20}^2 \eta_{100,25}^2) = \eta_2^2 \eta_{25}^2 \eta_{5,1}^3 \eta_{20,5}^2 \eta_{25,3}^2 \eta_{25,10}^2 \eta_{10,5}^2 \eta_{50,20}^2. \quad (7.2.29)$$

**Proof.** For $1 \leq j \leq 4$, let $f_j^2$ denote the product of eta functions in each of the 4 products in (7.2.29), and let $g_j^2$ denote the product of the generalized eta functions in each of the 4 products in (7.2.29). Each $f_j^2$ is a modular form of weight 2 on $\Gamma_1(300)$ with weight 2 on $\Gamma_1(300)$ with multiplier system $v_3$, where for $A = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma_1(300)$,

$$v_3(A) = \zeta_{124}^{-1/4} (a - ad^2 - d) + 18bd + 3(d-1).$$

By Lemma 7.2.11 and a straightforward calculation, each $f_j^2$ is a modular form of weight 0 on $\Gamma_1(300)$ with multiplier system $I$. Hence, each $f_j^2 g_j^2$ is a modular form of weight 2 on $\Gamma_1(300)$ with multiplier system $v_3$. Let $F_3$ denote the difference of the left- and right-hand sides of (7.2.29). Applying Lemma 7.2.8 for a fundamental region $R$ for $\Gamma_1(300)$, we deduce that

$$\sum_{z \in R} \text{Ord}_{\Gamma_1(300)}(F_3; z) = \frac{2 \cdot 57600}{12} = 9600 \geq \text{ord}(F_3; \infty), \quad (7.2.30)$$

since both sides of (7.2.29) are analytic on $R$. Using Mathematica, we calculate the Taylor series of $F_3$ about $q = 0$ (or about the cusp $z = i \infty$) and find that $F_3 = O(q^{9601})$. Unless $F_3$ is a constant, we have a contradiction to (7.2.30). Our proof of Lemma 7.2.14 has therefore been completed.

\[\Box\Box\]

**Lemma 7.2.15.** For $z \in \mathcal{H}$,
7.2.8 for a fundamental region $R$ the difference of the left- and right-hand sides of (7.2.31). Applying Lemma where for $A$ $\eta$ functions, and by Lemma 7.2.9 and a straightforward calculation, each

\[ \eta \text{ of weight 0 on } \Gamma \eta \text{ functions in each of the 8 products in (7.2.31). Each} \]

Proof. For $1 \leq j \leq 8$, let $f^4_j$ denote the product of eta functions in each of the 8 products in (7.2.31), and let $g^4_j$ denote the product of the generalized eta functions in each of the 8 products in (7.2.31). Each $f^4_j$ is the product of 4 eta functions, and by Lemma 7.2.11 and a straightforward calculation, each

\[ F \text{ is a modular form of weight 2 on } \Gamma_1(300) \] with the multiplier system $v_4$, where for $A = (\frac{a}{d}, \frac{b}{c}) \in \Gamma_1(300)$,

\[ v_4(A) = \frac{1}{24} (a - ad^2 - d) + 12bd + 3(d - 1). \]

By Lemma 7.2.11 and a straightforward calculation, each $g^4_j$ is a modular form of weight 0 on $\Gamma_1(300)$ with the multiplier system $I$. Hence, each $f^4_j g^4_j$ is a modular form of weight 2 on $\Gamma_1(300)$ with multiplier system $v_4$. Let $F_4$ denote the difference of the left- and right-hand sides of (7.2.31). Applying Lemma 7.2.8 for a fundamental region $R$ for $\Gamma_1(300)$, we deduce that

\[ \sum_{z \in R} \text{Ord}_{\Gamma_1(300)}(F_4; z) = \frac{2 \cdot 57600}{12} = 9600 \geq \text{ord}(F_4; \infty). \]

since both sides of (7.2.31) are analytic on $R$. Using Mathematica, we calculate the Taylor series of $F_4$ about $q = 0$ (or about the cusp $z = i\infty$) and find that $F_4 = O(q^{3601})$. Unless $F_4$ is a constant, we have a contradiction to (7.2.32). Our proof of Lemma 7.2.15 has thus been accomplished.

\[ \square \]

Lemma 7.2.16. For $z \in \mathcal{H}$,

\[ \eta_{10}^8 \eta_{20}^3 \eta_{50}^2 \eta_{10,1} \eta_{10,4} \eta_{20,2} \eta_{20,8} \eta_{50,5} \eta_{50,15} \eta_{50,25} \eta_{200,50} \eta_{200,100}^2 \times (\eta_{10,1} \eta_{20,10} \eta_{50,10} \eta_{100,40} - 4 \eta_{10,3} \eta_{20,2} \eta_{50,10} \eta_{100,40} + \eta_{10,1}^2 \eta_{20,10} \eta_{50,20} \eta_{100,20} + 6 \eta_{10,3} \eta_{20,2} \eta_{50,20} \eta_{100,20}) \]

\[ - 4 \eta_{10,1} \eta_{20,4} \eta_{20,8} \eta_{50,10} \eta_{50,10} \eta_{50,15} \eta_{50,20} \eta_{50,25} \eta_{200,100}^2 \times (\eta_{10,2}^2 \eta_{50} \eta_{100} \eta_{10,1} \eta_{20,10}^2 + \eta_{10,3} \eta_{100} \eta_{10,3} \eta_{20,2}^3 \eta_{20,10}^3) \]

\[ = \eta_{10}^8 \eta_{20}^3 \eta_{50}^2 \eta_{10,1} \eta_{10,5} \eta_{20,10} \eta_{20,5} \eta_{200,50} \eta_{200,100} \times (\eta_{10,1} \eta_{20,6} \eta_{20,8} \eta_{20,10} - 4 \eta_{10,1} \eta_{10,3} \eta_{10,4} \eta_{20,2} \eta_{20,5} \eta_{20,8} - \eta_{10,3} \eta_{20,2} \eta_{20,4} \eta_{20,10}) + \eta_{10}^8 \eta_{20}^3 \eta_{50}^2 \eta_{10,10} \eta_{10,50} \eta_{20,10} \eta_{20,50} \eta_{200,50} \eta_{200,100} \]

\[ \times (2 \eta_{10,1} \eta_{20,6} \eta_{20,8} \eta_{20,10} + 2 \eta_{10,1} \eta_{10,3} \eta_{10,4} \eta_{20,2} \eta_{20,5} \eta_{20,8} \eta_{20,10}). \]

\[ \square \]
+ 3\eta_{10,4}^3 2\eta_{20,10} \eta_{20,20} \eta_{20,10} 
- \frac{8}{5} \eta_{10,20} \eta_{50,10} \eta_{50,15} \eta_{50,20} \eta_{20,100} \eta_{200,100} 
\times (3\eta_{10,1}^3 2\eta_{20,6}^2 \eta_{20,8} \eta_{20,10} - 2\eta_{10,1} \eta_{10,3} \eta_{10,4} \eta_{20,2} \eta_{20,5} \eta_{20,8} 
+ 2\eta_{10,3}^3 2\eta_{20,2}^2 \eta_{20,4} \eta_{20,10}).
\tag{7.2.33}

\textbf{Proof.} For } 1 \leq j \leq 15, \text{ let } f_j^5 \text{ denote the product of eta functions in each of the 15 products in (7.2.33), and let } g_j^5 \text{ denote the product of the generalized eta functions in each of the 15 products in (7.2.33). Each } f_j^5 \text{ is the product of 12 eta functions, and by Lemma 7.2.9 and a straightforward calculation, each } f_j^5 \text{ is a modular form of weight 6 on } \Gamma_1(200) \text{ with the multiplier system } v_5, \text{ where for } A = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma_1(200), 
\begin{align*}
\quad v_5(A) &= \left( \frac{10}{|d|} \right) \left( \frac{1}{24} e^{(a-d^2-d)+22b+3(d-1)} \right).
\end{align*}

By Lemma 7.2.11 and a straightforward calculation, each } g_j^5 \text{ is a modular form of weight 0 on } \Gamma_1(200) \text{ with the multiplier system } I. \text{ Hence, each } f_j^5 g_j^5 \text{ is a modular form of weight 6 on } \Gamma_1(200) \text{ with multiplier system } v_5. \text{ By Lemma } 7.2.10, |\Gamma(1) : \Gamma_1(200)| = 28800. \text{ Let } F_5 \text{ denote the difference of the left and right sides of (7.2.33). Applying Lemma 7.2.8 for a fundamental region } R \text{ for } \Gamma_1(200), \text{ we deduce that}
\begin{align*}
\sum_{z \in R} \text{Ord}_{\Gamma_1(200)}(F_5; z) = \frac{6 \cdot 28800}{12} = 14400 \geq \text{ord}(F_5; \infty), \tag{7.2.34}
\end{align*}

\text{since both sides of (7.2.33) are analytic on } R. \text{ Using Mathematica, we calculate the Taylor series of } F_5 \text{ about } q = 0 (\text{or about the cusp } z = i\infty) \text{ and find that } F_5 = O(q^{1401}). \text{ Unless } F_5 \text{ is a constant, we have a contradiction to (7.2.34). Our proof of Lemma 7.2.16 is therefore finished.} \quad \Box

\textbf{Lemma 7.2.17.} \text{ For } z \in \mathcal{H},
\begin{align*}
\eta_{10,20}^3 \eta_{50}^3 \eta_{10,1}^3 & \eta_{20,4}^2 \eta_{20,6}^2 \eta_{20,8} \eta_{50,5} \eta_{50,15} \eta_{50,25} \eta_{200,50} \eta_{200,100} 
\times (\eta_{10,1} \eta_{20,10} \eta_{50,10} \eta_{100,40} - \eta_{10,1} \eta_{20,10} \eta_{50,20} \eta_{100,20} 
- 2\eta_{10,3} \eta_{20,2} \eta_{50,20} \eta_{100,20}) + 4\eta_{10,1} \eta_{20,2} \eta_{50}^2 \eta_{100} \eta_{10,1} \eta_{10,3} \eta_{20,2} \eta_{20,4} \eta_{20,6} 
\times \eta_{20,8} \eta_{20,10} \eta_{40,10} \eta_{50,5} \eta_{50,10} \eta_{100,25} \eta_{200,100} 
= \eta_{10,20}^3 \eta_{50}^3 \eta_{10,1}^3 \eta_{50,10} \eta_{50,20} \eta_{200,50} \eta_{200,100} 
\times (\eta_{10,1} \eta_{20,6} \eta_{20,10} \eta_{50,5} \eta_{50,15} \eta_{100,50} 
+ \eta_{10,3} \eta_{20,2} \eta_{20,4} \eta_{20,10} \eta_{50,5} \eta_{50,15} \eta_{100,50} 
- 2\eta_{10,1} \eta_{10,3} \eta_{20,2} \eta_{20,4} \eta_{20,5} \eta_{20,6} \eta_{50,5} \eta_{50,25} \eta_{100,30} 
- \eta_{10,3} \eta_{20,2} \eta_{20,4} \eta_{20,10} \eta_{50,5} \eta_{50,25} \eta_{100,30} 
- \eta_{10,1} \eta_{20,6} \eta_{20,8} \eta_{20,10} \eta_{50,15} \eta_{50,25} \eta_{100,10}.
\end{align*}
+ 2\eta_{1,1}\eta_{0,3}\eta_{20,2}\eta_{20,4}\eta_{20,5}\eta_{20,6}\eta_{50,15}\eta_{50,25}\eta_{100,10}). \quad (7.2.35)

Proof. For $1 \leq j \leq 10$, let $f_j^6$ denote the product of eta functions in each of the 10 products in (7.2.35), and let $g_j^6$ denote the product of the generalized eta functions in each of the 10 products in (7.2.35). Each $f_j^6$ is the product of 14 eta functions, and by Lemma 7.2.9 and a straightforward calculation, each $g_j^6$ is a modular form of weight 7 on $\Gamma_0(200)$ with the multiplier system $v_6$, where for $A = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma_1(200)$,

$$v_6(A) = \frac{10}{|d|} \cdot \sum_{k=0}^{15} c(a \cdot k a^2 - d) + 2bd + 3(d-1).$$

By Lemma 7.2.11 and a straightforward calculation, each $g_j^6$ is a modular form of weight 0 on $\Gamma_1(200)$ with the multiplier system $I$. Hence, each $f_j^6 g_j^6$ is a modular form of weight 7 on $\Gamma_1(200)$ with multiplier system $v_6$. Let $F_6$ denote the difference of the left and right sides of (7.2.35). Applying Lemma 7.2.8 for a fundamental region $R$ for $\Gamma_1(200)$, we deduce that

$$\sum_{z \in R} \text{Ord}_{\Gamma_1(200)}(F_6; z) = \frac{7 \cdot 28800}{12} = 16800 \geq \text{ord}(F_6; \infty), \quad (7.2.36)$$

since both sides of (7.2.35) are analytic on $R$. Using Mathematica, we calculate the Taylor series of $F_6$ about $q = 0$ (or about the cusp $z = \infty$) and find that $F_6 = O(q^{16801})$. Unless $F_6$ is a constant, we have a contradiction to (7.2.36). Our proof of Lemma 7.2.17 is thus finished. \Box

Our next task is to take each of the six eta function identities from Lemmas 7.2.12–7.2.17 and rewrite them in terms of Ramanujan’s theta functions $f(a, b)$.

Lemma 7.2.18. If $f(a, b)$ is defined by (7.1.5), then

$$f(-q^5, -q^{45}) f(-q^{40}, -q^{60}) f(-q^{50}, -q^{50})$$

$$f^2(-q^{20}, -q^{50})$$

$$\times (q^6 f(-q^{10}, -q^{50}) - q^4 f(-q^{20}, -q^{30}))$$

$$- f(-q^{50}, -q^{50})$$

$$f(-q^{10}, -q^{40})$$

$$\times (q^3 f(-q^{15}, -q^{35}) f(-q^{20}, -q^{80}) - 2q^2 f(-q^5, -q^{45}) f(-q^{40}, -q^{60}))$$

$$- 2q f^2(-q^5, -q^{45}) f(-q^{40}, -q^{60})(q^{50}; q^{50})\infty(q^{100}; q^{100})\infty$$

$$f(-q^{15}, -q^{35}) f(-q^{10}, -q^{50}) f(-q^{20}, -q^{80})$$

$$+ f^2(-q^5, -q^{45}) f(-q^{40}, -q^{60})(q^{50}; q^{50})^3\infty$$

$$f(-q^{25}, -q^{25}) f(-q^{10}, -q^{80}) f(-q^{20}, -q^{80}) f(-q^{10}, -q^{70})$$

$$= \frac{f^2(-q, -q^6) f(-q^8, -q^{12})(q^{10}; q^{10})\infty(q^{20}; q^{20})\infty}{f(-q^3, -q^3) f(-q^2, -q^{18}) f(-q^4, -q^{16})}. \quad (7.2.37)$$
Proof. Simplify slightly the right-hand side of (7.2.27) by using the identity \( \eta_{100,50}^2 = \eta_{50}^2 \). Then divide both sides of (7.2.27) by
\[
q^{501/30} \eta_{10,2}^{18} \eta_{10,3}^{10} \eta_{20,2}^{2} \eta_{20,4} \eta_{50,10}^2 \eta_{50,15}^2 \eta_{50,20}^2 \eta_{50,25}^2 / \eta_{100}^2.
\]
Using (7.2.23) and (7.2.24) to convert the resulting identity, we deduce (7.2.29).

Lemma 7.2.19. We have
\[
- f(-q^{15}, -q^{35}) f(-q^{20}, -q^{80}) f(-q^{50}, -q^{50})
\]
\[
\times (q^2 f(-q^{10}, -q^{40}) + f(-q^{20}, -q^{30}))
\]
\[
- f(-q^{50}, -q^{30})
\]
\[
\times (q^2 f(-q^{5}, -q^{45}) f(-q^{40}, -q^{60}) + 2 q^4 f(-q^{15}, -q^{35}) f(-q^{20}, -q^{80}))
\]
\[
- 2q^5 \frac{f^2(-q^{15}, -q^{35}) f(-q^{20}, -q^{80}) \eta_{50}^2}{f(-q^{5}, -q^{45}) f(-q^{40}, -q^{60}) \eta_{50}^2}
\]
\[
+ q \frac{f(-q^{20}, -q^{45}) f(-q^{10}, -q^{90}) f(-q^{30}, -q^{70}) f(-q^{40}, -q^{60})}{f(-q^{5}, -q^{35}) f(-q^{20}, -q^{80}) \eta_{50}^2}
\]
\[
= \frac{f^2(-q^{3}, -q^{7}) f(-q^{4}, -q^{16}) \eta_{100}^2}{f(-q, -q^{3}) f(-q^{4}, -q^{14}) f(-q^{5}, -q^{12})}. \quad (7.2.38)
\]
Proof. Simplify the right-hand side of (7.2.27) with the identity \( \eta_{100,50} \eta_{100}^2 = \eta_{50}^2 \). Then divide both sides of (7.2.27) by
\[
q^{501/30} \eta_{50}^{18} \eta_{10,1}^{16} \eta_{10,2}^{2} \eta_{20,6} \eta_{20,8} \eta_{50,5}^2 \eta_{50,10} \eta_{50,20}^2 \eta_{50,25}^2 / \eta_{100}^2.
\]
Using (7.2.23) and (7.2.24) to convert the resulting identity to a q-series identity, we deduce (7.2.38).

Lemma 7.2.20. We have
\[
q^5 f(-q^{5}, -q^{45}) f(-q^{10}, -q^{40}) f(-q^{40}, -q^{60}) f(-q^{50}, -q^{50})
\]
\[
\times f^2(-q^{20}, -q^{30})
\]
\[
+ f(-q^{15}, -q^{35}) f(-q^{20}, -q^{30}) f(-q^{40}, -q^{80}) f(-q^{50}, -q^{50})
\]
\[
- 3q^5 f^2(-q^{25}, -q^{75}) = f^2(-q^{5}, -q^{15}). \quad (7.2.39)
\]
Proof. Employ the identity \( \eta_{25,5} \eta_{25,10} \eta_{25} = \eta_{5} \) on the right-hand side of (7.2.29) in Lemma 7.2.14, divide both sides of (7.2.29) by
\[
q^{25/4} \eta_{5}^2 \eta_{5}^2 \eta_{5}^2 \eta_{5}^2 \eta_{5}^2 \eta_{5}^2 \eta_{5}^2 / \eta_{100}^2.
\]
apply (7.2.23) and (7.2.24) to express the identity in terms of theta functions, and finally deduce (7.2.39).
Lemma 7.2.21. We have

\[
f(q^{25}, q^{25})f(-q^{25}, -q^{25}) + q^2 f(q^{15}, q^{35})f(-q^{15}, -q^{35})
- q^8 f(q^5, q^{45})f(-q^5, -q^{45}) - q^4 f(q^{25}, q^{25})f(-q^{25}, -q^{25})
- qf(q^{15}, q^{35})f(-q^{25}, -q^{25}) + 2q^5 f(q^{15}, q^{35})f(-q^5, -q^{45})
- q^5 f(q^5, q^{45})f(-q^{15}, -q^{35}) = \frac{f(-q, -q^9)(q^4, q^4)\infty(q^{10}, q^{10})^2_{\infty}}{f(-q^3, -q^7)f(-q^2, -q^{18})}. \tag{7.2.40}
\]

Proof. Using the Jacobi triple product identity, we can readily show that, for each integer \(n\),

\[
\frac{(q^{50}; q^{50})_\infty^2 f(-q^{2n}, -q^{100-2n})}{(q^{10}; q^{10})_\infty f(-q^n, -q^{50-n})} = f(q^n, q^{50-n}). \tag{7.2.41}
\]

Now use the identity \(\eta_{20}\eta_{20,4}\eta_{20,8} = \eta_4\) on the right side of (7.2.31), divide both sides of (7.2.31) by

\[
q^{329/30}\eta_4^{32/2}\eta_{10,12}^{12}20\eta_{10,3}\eta_{20,2}\eta_{50,5}\eta_{50,15}\eta_{50,25},
\]

apply (7.2.23), (7.2.24), and (7.2.41) with \(n = 5, 15, \) and 25, respectively, and thus complete the proof of Lemma 7.2.21.

\[\square\]

Lemma 7.2.22. We have

\[
f(q^{20}, q^{30}) \left( \frac{f(-q, -q^9)(q^4, q^4)\infty(q^{10}, q^{10})^2_{\infty}}{f(-q^5, -q^7)f(-q^2, -q^{18})} - 4qf(-q^4, -q^{16})f(-q^8, -q^{12}) \right)
+ q^2 f(q^{10}, q^{40}) \left( \frac{f(-q, -q^9)(q^4, q^4)\infty(q^{10}, q^{10})^2_{\infty}}{f(-q^3, -q^7)f(-q^2, -q^{18})} + 6qf(-q^4, -q^{16})f(-q^8, -q^{12}) \right)
- 4q^6 f(q^{50}, q^{150}) \left( \frac{f(-q, -q^9)(q^4, q^4)\infty(q^{10}, q^{10})^2_{\infty}}{f(-q^3, -q^7)f(-q^2, -q^{18})} + qf(-q^4, -q^{16})f(-q^8, -q^{12}) \right)
\]

\[= f(q^{25}, q^{25}) \left( \frac{f^2(-q, -q^9)f(-q^4, -q^{12})(q^{10}, q^{10})\infty(q^{20}, q^{20})_{\infty}}{f(-q^3, -q^7)f(-q^2, -q^{18})f(-q^4, -q^{16})} 
- 4qf^2(-q^5, -q^{15}) - q\frac{f^2(-q^3, -q^7)f(-q^4, -q^{16})(q^{10}, q^{10})\infty(q^{20}, q^{20})_{\infty}}{f(-q, -q^9)f(-q^6, -q^{14})f(-q^8, -q^{12})} \right)
+ qf(q^{15}, q^{35}) \left( 2\frac{f^2(-q, -q^9)f(-q^4, -q^{12})(q^{10}, q^{10})\infty(q^{20}, q^{20})_{\infty}}{f(-q^3, -q^7)f(-q^2, -q^{18})f(-q^4, -q^{16})} 
+ 2qf^2(-q^5, -q^{15}) + 3q\frac{f^2(-q^3, -q^7)f(-q^4, -q^{16})(q^{10}, q^{10})\infty(q^{20}, q^{20})_{\infty}}{f(-q, -q^9)f(-q^6, -q^{14})f(-q^8, -q^{12})} \right)
- q^4 f(q^{25}, q^{25}) \left( 3\frac{f^2(-q, -q^9)f(-q^4, -q^{12})(q^{10}, q^{10})\infty(q^{20}, q^{20})_{\infty}}{f(-q^3, -q^7)f(-q^2, -q^{18})f(-q^4, -q^{16})} \right) \]

\[-2q f^2(-q^5, -q^{15}) + 2q f^2(-q^3, -q^7) f(-q^4, -q^{16})(q^{10}; q^{10})_\infty (q^{20}; q^{20})_\infty \frac{f(-q, -q^9) f(-q^6, -q^{14}) f(-q^8, -q^{12})}{f(-q, -q^9) f(-q^6, -q^{14}) f(-q^8, -q^{12})}. \]

(7.2.42)

**Proof.** First, employ the identities
\[
\eta_{20}^2 \eta_{40,10} = \eta_{10}^2,
\eta_{20} \eta_{40,10} = \eta_{10},
\eta_{20} \eta_{40,8} = \eta_4,
\eta_{50} \eta_{50,10} \eta_{50,20} = \eta_{10}
\]
in (7.2.33). Second, divide both sides of (7.2.33) by
\[
q^{233/6} \eta_{10}^6 \eta_{20} \eta_{10,1} \eta_{10,3} \eta_{20,2} \eta_{20,4} \eta_{20,6} \eta_{20,8} \times \eta_{50,5} \eta_{50,10} \eta_{50,15} \eta_{50,20} \eta_{50,25} \eta_{200,50} \eta_{200,100}.
\]
Third, use the identities (7.2.23), (7.2.24), and (7.2.41) with \(n\) replaced by 5, 10, 15, 20, and 25, respectively, and with \(q\) replaced by \(q^5\) and \(q^{50}\), respectively. The identity (7.2.33) then assumes the form (7.2.42). \(\square\)

**Lemma 7.2.23.** We have
\[
f(q^{20}, q^{30}) \frac{f(-q, -q^9)(q^4; q^4)_\infty (q^{10}; q^{10})^2}{f(-q^3, -q^7) f(-q^2, -q^8)} - q^2 f(q^{10}, q^{40}) \left( \frac{f(-q, -q^9)(q^4; q^4)_\infty (q^{10}; q^{10})^2}{f(-q^4, -q^7) f(-q^2, -q^8)} + 2q f(-q^4, -q^{16}) f(-q^8, -q^{12}) \right) + 4q^7 f(q^{50}, q^{150}) f(-q^4, -q^{16}) f(-q^8, -q^{12}) = f(q^{25}, q^{25}) \left( \frac{f^2(-q, -q^9) f(-q^8, -q^{12})(q^{10}; q^{10})_\infty (q^{20}; q^{20})_\infty}{f(-q^3, -q^7) f(-q^2, -q^8) f(-q^4, -q^{16})} + q \frac{f^2(-q^3, -q^7) f(-q^8, -q^{12})(q^{10}; q^{10})_\infty (q^{20}; q^{20})_\infty}{f(-q, -q^9) f(-q^6, -q^{14}) f(-q^8, -q^{12})} \right) - q^2 f(q^{15}, q^{35}) \left( 2f^2(-q^5, -q^{15}) + 3q \frac{f^2(-q^3, -q^7) f(-q^4, -q^{16})(q^{10}; q^{10})_\infty (q^{20}; q^{20})_\infty}{f(-q, -q^9) f(-q^6, -q^{14}) f(-q^8, -q^{12})} \right) - q^4 f(q^{5}, q^{45}) \left( \frac{f^2(-q, -q^9) f(-q^8, -q^{12})(q^{10}; q^{10})_\infty (q^{20}; q^{20})_\infty}{f(-q^3, -q^7) f(-q^2, -q^8) f(-q^4, -q^{16})} \right) - 2q f^2(-q^5, -q^{15}). \]

(7.2.43)
Proof. First, simplify (7.2.35) by using the identities
\[ \eta_{20}\eta_{20,10} = \eta_{10}^2, \]
\[ \eta_{20}\eta_{40,10} = \eta_{10}, \]
\[ \eta_{20}\eta_{20,40} = \eta_4, \]
\[ \eta_{50}\eta_{100,25} = \eta_{25}. \]

Second, divide both sides of (7.2.35) by
\[ q^{23/6}\eta_{10}\eta_{50}\eta_{10,1}\eta_{10,3}\eta_{20,2}\eta_{20,6}\eta_{20,8} \]
\[ \times \eta_{50,5}\eta_{50,10}\eta_{50,15}\eta_{20,20}\eta_{20,25}\eta_{20,50}\eta_{20,100}. \]

Third, apply (7.2.23), (7.2.24), and (7.2.41) with \( n \) replaced by 5, 10, 15, 20, and 25, respectively, and with \( q \) replaced by \( q^4 \) and \( q^{50} \), respectively. Then (7.2.43) follows.

\[ \square \]

### 7.3 Proof of Entry 7.1.1

**Entry 7.3.1 (p. 9).** Recall that the tenth order mock theta functions \( \phi(q) \) and \( \psi(q) \) are defined in (7.1.1). If \( n > 0 \), then

\[ \int_0^\infty \frac{e^{-\pi nx^2}}{\cosh \frac{2\pi x}{\sqrt{5}}} \left( 1 + \frac{1 + \sqrt{5}}{4} \right) \frac{1}{\sqrt{n}} e^{n/(5n)} \psi(-e^{-\pi/n}) \]
\[ = \sqrt{\frac{5 + \sqrt{5}}{2}} e^{-\pi n/\sqrt{5}} \phi(-e^{-\pi/n}) - \sqrt{\frac{5 + 1}{2\sqrt{n}}} e^{-\pi/(5n)} \phi(-e^{-\pi/n}). \]  

(7.3.1)

**Proof.** Replacing \( \omega, x, t, \) and \( \theta \) by \( 5in, -5n, 1+z/\sqrt{5}, \) and \( \theta'-i \), respectively, on the left-hand side of (7.1.18), we find that

\[ \int_{-\infty}^{\infty} \frac{e^{\pi i t^2 - 2\pi xt}}{e^{2\pi t} - e^{2\pi i \theta}} dt = \frac{e^{\pi i t^2}}{\sqrt{5}} \int_{-\infty}^{\infty} \frac{e^{-\pi n z^2}}{e^{2\pi z/\sqrt{5}} - e^{2\pi i \theta'}} dz. \]  

(7.3.2)

Setting \( \theta' = \frac{2}{5} \) in the right side of (7.3.2) and using (7.1.18), we deduce that

\[ \int_{-\infty}^{\infty} \frac{e^{-\pi n z^2}}{e^{2\pi z/\sqrt{5}} - e^{-\pi i/5}} dz = \sqrt{5} e^{4\pi n/5-4\pi i/5} \frac{F(\frac{2}{5}, \frac{1}{5})}{5in\theta_{11}(2in, 5in)} - 5n F(2in, 5in), \]  

(7.3.3)

and setting \( \theta' = \frac{3}{5} \) in the right side of (7.3.2) and using (7.1.18), we further deduce that

\[ \int_{-\infty}^{\infty} \frac{e^{-\pi n z^2}}{e^{2\pi z/\sqrt{5}} - e^{-\pi i/5}} dz = \sqrt{5} e^{9\pi n/5-6\pi i/5} \frac{F(\frac{3}{5}, \frac{1}{5})}{5in\theta_{11}(3in, 5in)} - 5n F(3in, 5in). \]  

(7.3.4)
Employing (7.3.3) and (7.3.4), we arrive at

\[
\int_0^\infty \frac{e^{-\pi nx^2}}{\cosh \frac{2\pi x}{\sqrt{5}} + \frac{1}{4} \sqrt{\frac{5}{5} + \frac{1}{5} + \frac{\sqrt{5}}{4}}} dx = 1
\]

\[
= \frac{1}{2} \int_{-\infty}^\infty \frac{e^{-\pi nx^2}}{e^{\pi x/\sqrt{5}} + e^{-\pi i/5}} dx
\]

\[
= -\frac{1}{2i \sin(\pi/5)} \left( e^{-\pi i/5} \int_{-\infty}^\infty \frac{e^{-\pi nx^2}}{e^{2\pi x/\sqrt{5}} + e^{\pi i/5}} dx \right)
\]

\[
= -\sqrt{\frac{5 + \sqrt{5}}{2n^2}} \left( e^{-\pi n/5 + n\pi} \frac{F(\frac{2}{5}, \frac{1}{5}) - 5nF(2in, 5in)}{\theta_{11}(2in, 5in)} \theta_{11}(2in, 5in) \right) - e^{-\pi n/5 + 2\pi n} \frac{F(\frac{3}{5}, \frac{4}{5}) - 5nF(3in, 5in)}{\theta_{11}(3in, 5in)} \theta_{11}(3in, 5in).
\]  

(7.3.5)

To continue the evaluation from (7.3.5), we note that, from (7.1.19) and (7.1.20), respectively,

\[
F(x, \tau) = -F(-x + \tau, \tau)
\]

and

\[
\theta_{11}(x, \tau) = -\theta_{11}(-x, \tau) = e^{\pi i(-2x + \tau)} \theta_{11}(-x + \tau, \tau).
\]

(7.3.7)

Using (7.3.6) and (7.3.7), we see that

\[
F(3in, 5in) = -F(2in, 5in) \quad \text{and} \quad \theta_{11}(3in, 5in) = e^{\pi \theta_{11}(2in, 5in}).
\]

(7.3.8)

Therefore, from (7.3.8),

\[
e^{\pi n} \frac{F(3in, 5in)}{\theta_{11}(3in, 5in)} = -\frac{F(2in, 5in)}{\theta_{11}(2in, 5in)}.
\]

(7.3.9)

Let \( q = e^{-\pi n} \). Hence, using (7.3.9), (7.1.19), (7.1.20), (7.1.5), (7.1.12) with \( q \) and \( z \) replaced by \(-q\) and \( q^4\), respectively, (7.1.17), (7.1.13) with \( q, z, \) and \( x \) replaced by \(-q^5, 1, \) and \( q^2\), respectively, (7.1.15) with \( q \) replaced by \(-q, \) and Theorem 7.2.4, we find that

\[
\sqrt{\frac{5 + \sqrt{5}}{2}} \left( e^{-\pi n/5 + n\pi} \frac{F(2in, 5in)}{\theta_{11}(2in, 5in)} - e^{-\pi n/5 + 2\pi n} \frac{F(3in, 5in)}{\theta_{11}(3in, 5in)} \right)
\]

(7.3.10)
\[\begin{align*}
&= -\sqrt{\frac{5 + \sqrt{5}}{2}} e^{-\pi n/5} \left( \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{5m^2 + 9m + 3}}{1 + q^{10m + 5}} f(-q^2, -q^9) + \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{5m^2 + 9m + 3}}{1 + q^{10m + 5}} f(-q^2, -q^9) \right) \\
&= \sqrt{\frac{5 + \sqrt{5}}{2}} e^{-\pi n/5} L_2(q, q^4) f(-q^2, -q^9) \\
&= \sqrt{\frac{5 + \sqrt{5}}{2}} e^{-\pi n/5} \left( \phi(-q) - \frac{(-q^5; -q^5)_{\infty} (q^{10}; q^{10})_{\infty}}{f(-q^2, -q^9)} f(-q^2, -q^9) \\
&\quad + 2q \frac{(-q^5; -q^5)^2 (q^{10}; q^{10})^2_{\infty}}{f^2(q^2, q^9) f(-q^4, -q^6)} \right) \\
&= \sqrt{\frac{5 + \sqrt{5}}{2}} e^{-\pi n/5} \phi(-q) - \sqrt{\frac{5 + \sqrt{5}}{2}} e^{-\pi n/5} f(-q^2, -q^9) f(q^3, q^7) f(q^4, q^9) f(-q^4, -q^9).
\end{align*}\]

To further continue the evaluation in (7.3.5), we need the transformation formula [104, p. 330]

\[\theta_{11} \left( \frac{x}{\omega}, -\frac{1}{\omega} \right) = -i\sqrt{-i\omega e^{\pi i x^2}} \theta_{11}(x, \omega). \quad (7.3.11)\]

Putting \(x = 2in\) and \(\omega = 5in\) in (7.3.11), we find that

\[\theta_{11} \left( \frac{2}{5}, \frac{i}{5n} \right) = -i\sqrt{5n} e^{-4\pi n/5} \theta_{11}(2in, 5in), \quad (7.3.12)\]

and putting \(x = 3in\) and \(\omega = 5in\) in (7.3.11), we further find that

\[\theta_{11} \left( \frac{3}{5}, \frac{i}{5n} \right) = -i\sqrt{5n} e^{-9\pi n/5} \theta_{11}(3in, 5in). \quad (7.3.13)\]

Let \(q_1 = e^{-\pi/(5n)}\), \(\alpha = e^{2\pi i/5}\), and \(\beta = e^{3\pi i/5} = -1/\alpha\). Using the definitions of \(F\) in (7.1.19) and \(\theta_{11}\) in (7.1.20), replacing \(m\) by \(-m\), and then replacing \(m\) by \(m + 1\), we see that

\[\begin{align*}
F \left( \frac{3}{5}, \frac{i}{5n} \right) &= \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{-2m}}{1 + q_1^{2m+1}} = \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 - m} \alpha^2 m}{1 + q_1^{2m+1}} \\
\theta_{11} \left( \frac{3}{5}, \frac{i}{5n} \right) &= \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{-2m}}{1 + q_1^{2m-1}} = \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 - m} \alpha^2 m}{1 + q_1^{2m+1}} \\
&= \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{2m}}{1 + q_1^{2m-1}} = \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{2m}}{1 + q_1^{2m+1}}.
\end{align*}\]

\[\theta_{11} \left( \frac{3}{5}, \frac{i}{5n} \right) = \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{2m}}{1 + q_1^{2m-1}} = \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{2m}}{1 + q_1^{2m+1}}.
\quad (7.3.14)\]
By a similar, but less involved, calculation,

\[
\frac{F\left(\frac{2}{5}, \frac{i}{5n}\right)}{\theta_{11}\left(\frac{2}{5}, \frac{i}{5n}\right)} = \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{2m}}{1 + q_1^{2m+1}}.
\] (7.3.15)

Thus, using (7.3.12), (7.3.13), (7.3.14), and (7.3.15), we find that

\[
\frac{i}{\sqrt{5n}} \left( e^{4\pi n/5} F\left(\frac{2}{5}, \frac{i}{5n}\right) - e^{9\pi n/5} F\left(\frac{3}{5}, \frac{i}{5n}\right) \right) = \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{2m}(1 - q_4^{2m+1})}{1 + q_1^{2m+1}}.
\] (7.3.16)

Using the definition of \(f(a, b)\) in (4.1.1), (4.1.3), and (4.1.4), we find that the denominator on the right side of (7.3.16) can be written in the form

\[
\sum_{m=-\infty}^{\infty} (-1)^m q_1^{m^2 + m} \alpha^{2m} = \sum_{j=0}^{4} \sum_{m=-\infty}^{\infty} (-1)^{m+j} q_1^{25m^2 + 10mj + j^2 + 5m+j} = (1 - \alpha^8) f(-q_1^{20}, -q_1^{30}) - q_1^2(\alpha^2 - \alpha^6) f(-q_1^{10}, -q_1^{40}).
\] (7.3.17)

We now multiply the numerator and denominator on the right-hand side of (7.3.16) by \(1 - q_1^{2m+1} + q_1^{4m+2} - q_1^{6m+3} + q_1^{8m+4}\). It is easily seen that the new numerator is

\[
\sum_{m=-\infty}^{\infty} (-1)^m q_1^{m^2 + m} \alpha^{2m} \left\{ 1 - 2(q_1^{2m+1} - q_1^{4m+2} + q_1^{6m+3} - q_1^{8m+4}) - q_1^{10m+5} \right\}
\]

\[
= \sum_{j=0}^{4} \sum_{m=-\infty}^{\infty} (-1)^{m+j} q_1^{(5m+j)^2 + (5m+j) + 10mj + j^2 + 5m+j} \alpha^{10m+2j} \times \left\{ 1 - 2(q_1^{10m+2j+1} - q_1^{20m+4j+2} + q_1^{30m+6j+3} - q_1^{40m+8j+4}) - q_1^{50m+10j+5} \right\}.
\] (7.3.18)

We next transform each of the series above into series \(L_1\) and \(L_2\) and products of theta functions. We need Bailey’s summation of the \(\theta_6\) given by [67, p. 140]
Using (7.1.5) and (7.1.6), we find that the right-hand side of (7.3.19) becomes

\[
\sum_{n=-\infty}^{\infty} \frac{(qa^{1/2}; q)^n (-qa^{1/2}; q)^n (a; q)^n (b; q)^n (c; q)^n (d; q)^n (e; q)^n}{(a^{1/2}; q)^n (-a^{1/2}; q)^n (aq/b; q)^n (aq/c; q)^n (aq/d; q)^n (aq/e; q)^n} (q^{a^2} \overline{bcde})^n
\]

\[
= - \frac{(aq; q)^{\infty}(aq/bc; q)^{\infty}(aq/bd; q)^{\infty}(aq/be; q)^{\infty}(aq/cd; q)^{\infty}(aq/ce; q)^{\infty}}{(aq/b; q)^{\infty}(aq/c; q)^{\infty}(aq/d; q)^{\infty}(aq/e; q)^{\infty}} (q/b; q)^{\infty}(q/c; q)^{\infty}(q/d; q)^{\infty} (q/e; q)^{\infty} \times \frac{(q/a; q)^{\infty}(q/ae; q)^{\infty}(q/ac; q)^{\infty}}{(q/e; q)^{\infty}(q/2a; q)^{\infty}},
\]

(7.3.19)

provided that $|qa^2/\overline{bcde}| < 1$.

Let $q = -q_1^5$, $a = q_1^5$, $b = q_1^{5/2}$, and $c = -q_1^{5/2}$, and let $d, e \to \infty$ in (7.3.19). Then the left-hand side of (7.3.19) becomes

\[
\sum_{m=-\infty}^{\infty} \frac{(q_1^{55}; q_1^{50})_m (-q_1^{5}; q_1^{50})_m (q_1^{-25}; q_1^{m(m-1)})_m}{(q_1^{5}; q_1^{50})_m (-q_1^{5}; q_1^{50})_m} (-q_1^{30})^m
\]

\[
= \sum_{m=-\infty}^{\infty} \frac{(q_1^{55}; q_1^{50})_m (-q_1^{5}; q_1^{50})_m (1)^m}{(q_1^{5}; q_1^{50})_m (-q_1^{5}; q_1^{50})_m} \left(1 - q_1^{25m+5m}\right). \tag{7.3.20}
\]

Using (7.1.5) and (7.1.6), we find that the right-hand side of (7.3.19) becomes

\[
\frac{(q_1^{30}; q_1^{25})_\infty (-q_1^{25}; q_1^{25})_\infty (-q_1^{25}; q_1^{25})_\infty (-q_1^{20}; q_1^{25})_\infty}{(q_1^{25+5/2}; q_1^{25})_\infty (-q_1^{25+5/2}; q_1^{25})_\infty (q_1^{25-5/2}; q_1^{25})_\infty (-q_1^{25-5/2}; q_1^{25})_\infty}
\]

\[
= \frac{(q_1^{5}; q_1^{25})_\infty (q_1^{5}; q_1^{25})_\infty (q_1^{5}; q_1^{25})_\infty (q_1^{5}; q_1^{25})_\infty}{(q_1^{5}; q_1^{25})_\infty (q_1^{5}; q_1^{25})_\infty (q_1^{5}; q_1^{25})_\infty (q_1^{5}; q_1^{25})_\infty}
\]

\[
= \frac{(1 + q_1^{5})(q_1^{5}; q_1^{20})_\infty (q_1^{5}; q_1^{25})_\infty (q_1^{5}; q_1^{50})_\infty}{(1 - q_1^{5})(q_1^{5}; q_1^{45})_\infty}. \tag{7.3.21}
\]

Combining (7.3.20) and (7.3.21) and then multiplying both sides by $(1 - q_1^{5})/(1 + q_1^{5})$, we find that

\[
\sum_{m=-\infty}^{\infty} (-1)^m q_1^{25m+5m} \frac{1 - q_1^{50m+5}}{1 + q_1^{50m+5}} = \frac{f(-q_1^{5}; q_1^{20})(-q_1^{25}; q_1^{25})(q_1^{50}; q_1^{50})_\infty}{f(q_1^{5}; q_1^{45})}. \tag{7.3.22}
\]

We now want to obtain an alternative representation for the right side of (7.3.22). Hence, using again the Jacobi triple product identity (7.1.6) several times, we find that

\[
\frac{f(-q_1^{5}; q_1^{20})(-q_1^{25}; q_1^{25})(q_1^{50}; q_1^{50})_\infty}{f(q_1^{5}; q_1^{45})}
\]
Lastly, from \([23, \text{Entry } 8(vii), \text{p. } 114]\), we readily see that

\[
f = (q_1^5; q_1^5) \_\infty (q_1^1; q_1^1) \infty (q_1^1; q_1^1) \_\infty
\]

Next, let

\[
f = \prod_{n=1}^{\infty} \frac{(q_1^5; q_1^5) \_\infty (q_1^1; q_1^1) \infty (q_1^1; q_1^1) \_\infty}{(q_1^1; q_1^1) \_\infty (q_1^1; q_1^1) \infty (q_1^1; q_1^1) \_\infty}
\]

Substituting (7.3.23) into (7.3.22), we conclude that

\[
\sum_{m=-\infty}^{\infty} (-1)^m q_1^{25m^2 + 5m + 1 - q_1^{50m + 5}} = \frac{f^2(-q_1^5, -q_1^{15}) f(-q_1^4, -q_1^{10}) f(-q_1^{10}, -q_1^{15})}{f(-q_1^5, -q_1^{10}) f(-q_1^{10}, -q_1^5) f(-q_1^{15}, -q_1^5)} (7.3.24)
\]

Next, let \(q = -q_1^{25/4}, a = q_1^{15/2}, \) and \(c = -q_1^{15/2}\), and let \(d, e \to \infty\) in (7.3.19). We now follow the same paths as we did above in deriving (7.3.20)–(7.3.23). Omitting the details, since they are similar, we derive the analogues of (7.3.24) and (7.3.22), namely,

\[
\sum_{m=-\infty}^{\infty} (-1)^m q_1^{25m^2 + 15m + 1 - q_1^{50m + 15}} = \frac{f(-q_1^{15}/q_1^{10}, -q_1^{15}, -q_1^{25})}{f(-q_1^{15}, -q_1^{10}) f(-q_1^{10}, -q_1^{15})} (7.3.25)
\]

Lastly, from \([23, \text{Entry } 8(vii), \text{p. } 114]\), we readily see that

\[
\sum_{m=-\infty}^{\infty} (-1)^m q_1^{25m^2 + 25} = f^2(-q_1^{25}, -q_1^{75}) (7.3.26)
\]

Using (7.1.11), (7.1.12), (7.3.18), (7.3.22), (7.3.25), and (7.3.26), we deduce that
To that end, using also (7.3.28), we find that

\[ \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{2m} (1 - q_1^{2m+1})}{1 + q_1^{2m+1}} \quad (7.3.27) \]

\[ = (1 + \alpha^8) \left( q_1 L_1(q_1^5, q_1^{40}) - q_1^7 L_2(q_1^5, 1) - q_1^{-1} L_1(q_1^5, q_1^{30}) - q_1^3 L_2(q_1^5, q_1^{30}) \right) \]

\[ + (\alpha^2 + \alpha^6) \left( q_1^5 L_1(q_1^5, 1) + q_1^3 L_2(q_1^5, q_1^{10}) + q_1^{-1} L_1(q_1^5, q_1^{20}) + q_1 L_2(q_1^5, q_1^{20}) \right) \]

\[ - 2\alpha^4 \left( q_1 L_1(q_1^5, q_1^{10}) + q_1 L_2(q_1^5, q_1^{20}) \right) \]

\[ + (1 + \alpha^8) \frac{q_1^{15} f(-q_1^5, q_1^{20})(-q_1^{25}; -q_1^{25})_{\infty}(q_1^{50}; q_1^{50})_{\infty}}{f(q_1^{15}, q_1^{20})} \]

\[ - (\alpha^2 + \alpha^6) q_1^2 \frac{f(-q_1^{15}, q_1^{10})(-q_1^{25}; -q_1^{25})_{\infty}(q_1^{50}; q_1^{50})_{\infty}}{f(q_1^{15}, q_1^{20})} - 2\alpha^4 q_1^5 f^2(-q_1^{25}, -q_1^{75}). \]

Recalling that

\[ 2 \sin \frac{\pi}{5} = \sqrt{\frac{5 - \sqrt{5}}{2}} \quad \text{and} \quad 2 \sin \frac{2\pi}{5} = \sqrt{\frac{5 + \sqrt{5}}{2}}, \]

we can easily check the identities

\[
\begin{align*}
1 - 2\alpha^4 + \alpha^8 &= i \sqrt{\frac{5 - \sqrt{5}}{2}} (-\alpha^2 + \alpha^6), \\
-1 + \alpha^2 + \alpha^6 &= i \sqrt{\frac{5 - \sqrt{5}}{2}} (1 - \alpha^8) = i \sqrt{\frac{5 + \sqrt{5}}{2}} (-\alpha^2 + \alpha^6), \\
\alpha^2 - 2\alpha^4 + \alpha^6 &= i \sqrt{\frac{5 + \sqrt{5}}{2}} (1 - \alpha^8). \\
\end{align*}
\]

(7.3.28)

We now use (7.1.16) and (7.1.17) to replace \( L_1 \) and \( L_2 \) on the right-hand side of (7.3.27) so that we can begin to express the right side of (7.3.27) in terms of theta functions. We then employ (7.1.13)–(7.1.15) to further complete our goal of writing the right side of (7.3.27) in terms of theta functions. In order to simplify this huge bevy of theta functions, we employ Theorems 7.2.18–7.2.20.

To that end, using also (7.3.28), we find that

\[
\sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2 + m} \alpha^{2m} (1 - q_1^{2m+1})}{1 + q_1^{2m+1}} \]

\[ = \sum_{m=-\infty}^{\infty} (-1)^m q_1^{m^2 + m} \alpha^{2m} \left( i \sqrt{\frac{5 - \sqrt{5}}{2}} q_1^{-1} \psi(-q_1^5) + i \sqrt{\frac{5 + \sqrt{5}}{2}} q_1 \phi(-q_1^5) \right) \]

\[ + (1 + \alpha^8) \left( -q_1 a_1(-q_1^5)f(-q_1^{10}, -q_1^{40}) + 2q_1^6 A(q_1^{30}, -q_1^5, -q_1^{25}) \right. \]

\[ - 2q_1^{12} A(q_1^{20}, q_1^{10}, -q_1^{25}) + q_1^{-1} a_1(-q_1^5)f(-q_1^{20}, -q_1^{30}) \]

\[ + q_1^3 a_2(-q_1^5)f(-q_1^{10}, -q_1^{10}) \]

\[ - 2q_1^8 A(q_1^{20}, q_1^{10}, -q_1^{25}) + \frac{f(-q_1^5, q_1^{20})(-q_1^{25}; -q_1^{25})_{\infty}(q_1^{50}; q_1^{50})_{\infty}}{f(q_1^{5}, q_1^{25})} \right) \]

(7.3.29)
only the definition (7.1.5) and appropriate dissections, we can show that

\[ q_1^{-1} a_1(-q_1^5) f(-q_1^{20}, -q_1^{30}) + 2 q_1^4 A(q_1^{10}, -q_1^5, -q_1^{25}) - q_1^3 a_2(-q_1^5) f(-q_1^{10}, -q_1^{40}) \]

+ 2 q_1^6 A(q_1^{10}, q_1^{10}, -q_1^{25}) - q_1^2 f(-q_1^{15}, q_1^{10})(-q_1^{25}; -q_1^{25}) \infty(q_1^{30}, q_1^{50}) \infty

\[ + 2 \alpha^4 q_1 (a_1(-q_1^5) f(-q_1^{10}, -q_1^{40}) + a_2(-q_1^5) f(-q_1^{20}, -q_1^{30}) \]

\[ - 2 q_1^5 f^2(-q_1^{25}, -q_1^{75}) - q_1^5 f^2(-q_1^{25}, -q_1^{75}) \]

\[ \sum_{m=-\infty}^{\infty} \left( -1 \right)^m q_1^{m^2 + m} \alpha^{2m} \left( \frac{1}{2} \sqrt{\frac{5 - \sqrt{5}}{2}} q_1^{-1} \psi(-q_1^5) + i \sqrt{\frac{5 + \sqrt{5}}{2}} q_1 \phi(-q_1^5) \right) \]

\[ + (1 + \alpha^8) f^2(-q_1^5, -q_1^{10}) f(-q_1^8, -q_1^{12})(q_1^{10}; q_1^{10}) \infty(q_1^{20}, q_1^{20}) \infty \]

\[ - (\alpha^2 + \alpha^6) q_1 f^2(-q_1^5, -q_1^{10}) f(-q_1^8, -q_1^{14})(q_1^{10}; q_1^{10}) \infty(q_1^{20}, q_1^{20}) \infty \]

\[ + 2 \alpha^4 q_1 f^2(-q_1^5, -q_1^{15}) \]

Thus, by (7.3.16), (7.3.27), and (7.3.29), we deduce that

\[ \frac{\sqrt{5 + \sqrt{5}}}{\sqrt{2} \pi} e^{\pi n - \pi n/5} F \left( \frac{2}{5}, \frac{i}{5} \right) \theta_1(2i, \pi/5) - e^{2\pi n - \pi n/5} F \left( \frac{3}{5}, \frac{i}{5} \right) \theta_1(3i, \pi/5) \]

\[ = - \frac{1}{\sqrt{n}} q_1^{-1} \psi(-q_1^5) - \sqrt{\frac{5 + 1}{2\sqrt{n}}} q_1 \phi(-q_1^5) + i \frac{\sqrt{5 + \sqrt{5}}}{\sqrt{n} \pi} \sum_{m=-\infty}^{\infty} (-1)^m q_1^{m^2 + m} \alpha^{2m} \]

\[ \times \left( (1 + \alpha^8) f^2(-q_1^5, -q_1^{10}) f(-q_1^8, -q_1^{12})(q_1^{10}; q_1^{10}) \infty(q_1^{20}, q_1^{20}) \infty \right) \]

\[ - (\alpha^2 + \alpha^6) q_1 f^2(-q_1^5, -q_1^{10}) f(-q_1^8, -q_1^{14})(q_1^{10}; q_1^{10}) \infty(q_1^{20}, q_1^{20}) \infty \]

\[ + 2 \alpha^4 q_1 f^2(-q_1^5, -q_1^{15}) \]

To complete our proof, we need several identities for theta functions. Using only the definition (7.1.5) and appropriate dissections, we can show that

\[ f(-q^2 \gamma^2, -\gamma^{-2}) = \begin{cases} 
(1 - \gamma) f(-q^6, -q^{12}), & \text{if } \gamma = e^{\pi i/3}, \\
(1 - \gamma^8) f(-q^{20}, -q^{30}) - (\gamma^2 - \gamma^6) q^2 f(-q^{10}, -q^{40}), & \text{if } \gamma = e^{\pi i/5}, \\
(1 + \gamma^8) f(q^{30}, q^{30}) - (\gamma^2 + \gamma^6) q^2 f(q^{10}, q^{40}) + 2 \gamma^4 q^6 f(q^{50}, q^{150}), & \text{if } \gamma = e^{\pi i/10} \text{ or } e^{3\pi i/10},
\end{cases} \]

and

\[ \text{(7.3.31)} \]
Using the transformation formula (7.3.11), we can easily verify that

\[
f(-q, -q^9) = -\frac{i}{\sqrt{5n}} e^{4\pi n/5 - \pi/(20n) + \pi/10} \frac{f(-q_1^2 q_1^{-1}, -q_1^{-1})}{f(-q_1^3 q_1^{-1})}, \quad \text{if } \gamma_1 = e^{2\pi i/10},
\]

\[
f(q, q^9) = \frac{1}{\sqrt{5n}} e^{4\pi n/5} f(-q_1 \gamma_1, -q_1 \gamma_1^{-1}),
\]

\[
f(q^3, q^7) = \frac{1}{\sqrt{5n}} e^{\pi n/5} f(-q_1 \gamma_2, -q_1 \gamma_2^{-1}), \quad \text{if } \gamma_2 = e^{6\pi i/10},
\]

\[
f(q^4, q^6) = \frac{1}{\sqrt{5n}} e^{\pi n/20} f(-q_1 \gamma_3, -q_1 \gamma_3^{-1}), \quad \text{if } \gamma_3 = e^{4\pi i/3}.
\]

Employing the four transformation formulas above, we find that

\[
\frac{f(-q, -q^9) f(q^3, q^7) f(q^4, q^6)}{f(q, q^9)} = \frac{1}{\sqrt{5n}} e^{-\pi/(20n) + \pi n/5 + \pi n/20} \alpha^4
\]

\[
\times \left( \frac{f(-q_1^2 \gamma_1, -q_1^{-1}) f(-q_1 \gamma_2, -q_1 \gamma_2^{-1}) f(-q_1 \gamma_3, -q_1 \gamma_3^{-1})}{f(-q_1 \gamma_1, -q_1 \gamma_1^{-1})} \right). \quad (7.3.33)
\]

Utilizing (7.3.31), (7.3.32), Theorem 7.2.21, and Theorem 7.2.6 and replacing \( q \) by \( q_1 \) throughout, we find that the numerator on the right-hand side of (7.3.33) is equal to

\[
\alpha^4 \left( (1 + \alpha^2) f(q_1^{20}, q_1^{30}) + (\alpha^3 + \alpha^4) q_1^2 f(q_1^{10}, q_1^{40}) + 2\alpha q_1^6 f(q_1^{50}, q_1^{150}) \right)
\]

\[
\times \left( f(q_1^{25}, q_1^{25}) + (\alpha + \alpha^4) q_1 f(q_1^{15}, q_1^{35}) + (\alpha^2 + \alpha^3) q_1^4 f(q_1^5, q_1^{45}) \right)
\]

\[
\times \left( f(-q_1^{25}, -q_1^{25}) - (\alpha^2 + \alpha^3) q_1 f(-q_1^{25}, -q_1^{25}) + (\alpha + \alpha^4) q_1^4 f(-q_1^5, -q_1^{45}) \right)
\]

\[
= \alpha^4 \left( (1 + \alpha^2) f(q_1^{20}, q_1^{30}) + (\alpha^3 + \alpha^4) q_1^2 f(q_1^{10}, q_1^{40}) + 2\alpha q_1^6 f(q_1^{50}, q_1^{150}) \right)
\]

\[
\times \left( \frac{f(-q_1, -q_1^9)(q_1^4, q_1^4) \infty(q_1^{10}, q_1^{10})^2}{f(-q_1^4, -q_1^4)(-q_1^4, -q_1^4)} \right)
\]

\[
- 2(\alpha^2 + \alpha^4) q_1 f(-q_1^4, -q_1^{16})(-q_1^4, -q_1^{12})
\]

\[
= (\alpha + \alpha^4) f(q_1^{20}, q_1^{30}) \frac{f(-q_1, -q_1^9)(q_1^4, q_1^4) \infty(q_1^{10}, q_1^{10})^2}{f(-q_1^4, -q_1^4)(-q_1^4, -q_1^4)}
\]

\[
+ 2q_1 f(q_1^{20}, q_1^{30}) f(-q_1^4, -q_1^{16})(-q_1^4, -q_1^{12})
\]

\[
+ (\alpha^2 + \alpha^3) q_1^2 f(q_1^{10}, q_1^{40}) \frac{f(-q_1, -q_1^9)(q_1^4, q_1^4) \infty(q_1^{10}, q_1^{10})^2}{f(-q_1^4, -q_1^4)(-q_1^4, -q_1^4)}
\]

\[
- 2(2 + \alpha + \alpha^4) q_1^3 f(q_1^{10}, q_1^{40}) f(-q_1^4, -q_1^{16})(-q_1^4, -q_1^{12})
\]
\[ 7.3 \text{ Proof of Entry 7.1.1} \]

\[ (+2q_1(f(q_{15}^{25}, q_{15}^{25}) f^2(-q_1, -q_1^2)f(-q_1^2, q_{15}^{15})f(-q_1^4, -q_1^{12}) (q_{15}^{10}; q_{15}^{10})_{\infty} (q_{15}^{20}; q_{15}^{20})_{\infty}) f(-q_1^2, q_1^2) - 4(a^2 + a^3) q_1^2f(q_{15}^{25}, q_{15}^{25})f(-q_1^4, -q_1^{16}, -q_1^8, -q_1^{12}) (7.3.34) \]

We need some elementary identities for \( \alpha = e^{2\pi i / 5} \). It is easily checked that

\[
\begin{aligned}
\alpha + \alpha^4 &= -1 + \sqrt{5}, \\
\alpha^2 + \alpha^3 &= -1 - \sqrt{5}, \\
2 + \alpha + \alpha^4 &= \frac{3 + \sqrt{5}}{2}.
\end{aligned}
\]

Let \( L_j(q_1) \) and \( R_j(q_1) \), \( j = 1, 2 \), denote, respectively, the left and right sides of (7.2.42) and (7.2.43) with \( q \) replaced by \( q_1 \). Furthermore, set

\[
LS_1(q) = -\frac{1}{2}L_1(q), \quad LS_2(q) = \frac{\sqrt{5}}{2}L_2(q),
\]

\[
RS_1(q) = -\frac{1}{2}R_1(q), \quad RS_2(q) = \frac{\sqrt{5}}{2}R_2(q).
\]

Note that the right-hand side of (7.3.34) is equal to \( LS_1(q) + LS_2(q) \), and so we find that the right-hand side of (7.3.34) is equal to \( RS_1(q) + RS_2(q) \). Using (7.3.32) and (7.3.35), we therefore find that

\[
RS_1(q) + RS_2(q)
\]

\[
= (\alpha + \alpha^4) f(q_{15}^{25}, q_{15}^{25}) f^2(-q_1, -q_1^2)f(-q_1^2, q_{15}^{15})f(-q_1^4, -q_1^{12}) (q_{15}^{10}; q_{15}^{10})_{\infty} (q_{15}^{20}; q_{15}^{20})_{\infty}) f(-q_1^2, q_1^2) - 4(a^2 + a^3) q_1^2f(q_{15}^{25}, q_{15}^{25})f(-q_1^4, -q_1^{16}, -q_1^8, -q_1^{12})
\]

\[ = \alpha (f(q_{15}^{25}, q_{15}^{25}) + (a^2 + a^3) q_1 f(q_{15}^{15}, q_{15}^{25}) + (a + a^4) f(q_{15}^{45})) \]
\[\alpha = \sum_{m=-\infty}^{\infty} (-1)^m q_1^m e^{2m\pi i/10}\]

\[\times \left( (1 + \alpha^8) \frac{f^2(-q_1, -q_9^3) f(-q_9^3, -q_9^1)(q_9^{10}; q_9^{10})_{\infty} (q_9^{20}; q_9^{20})_{\infty}}{f(-q_9^1, -q_9^1) f(-q_9^3, -q_9^1) f(-q_9^1, -q_9^1) f(-q_9^1, -q_9^1)} \right.\]

\[- (\alpha^2 + \alpha^6) q_1 \frac{f^2(-q_1^3, -q_1^7) f(-q_1^4, -q_1^6)(q_1^{10}; q_1^{10})_{\infty} (q_1^{20}; q_1^{20})_{\infty}}{f(-q_1^1, -q_1^1) f(-q_1^3, -q_1^1) f(-q_1^1, -q_1^1) f(-q_1^1, -q_1^1)}\]

\[+ 2\alpha^4 q_1 f^2(-q_1^5, -q_1^{15}) \right) \]

\begin{align*}
\alpha &= \sum_{m=-\infty}^{\infty} (-1)^m q_1^m e^{2m\pi i/10} \\
\times \left( (1 + \alpha^8) \frac{f^2(-q_1, -q_9^3) f(-q_9^3, -q_9^1)(q_9^{10}; q_9^{10})_{\infty} (q_9^{20}; q_9^{20})_{\infty}}{f(-q_9^1, -q_9^1) f(-q_9^3, -q_9^1) f(-q_9^1, -q_9^1) f(-q_9^1, -q_9^1)} \right.\]

\[- (\alpha^2 + \alpha^6) q_1 \frac{f^2(-q_1^3, -q_1^7) f(-q_1^4, -q_1^6)(q_1^{10}; q_1^{10})_{\infty} (q_1^{20}; q_1^{20})_{\infty}}{f(-q_1^1, -q_1^1) f(-q_1^3, -q_1^1) f(-q_1^1, -q_1^1) f(-q_1^1, -q_1^1)}\]

\[+ 2\alpha^4 q_1 f^2(-q_1^5, -q_1^{15}) \right) \]

\hfill (7.3.36)

From (7.1.5), (7.3.12), and (7.1.20),

\[f(-q^4, -q^6) = \frac{-i\alpha}{\sqrt{5n}} e^{-\pi/(20n) + \pi n/20} f(-q^2, -\alpha^{-2}). \tag{7.3.37}\]

Hence, by (7.3.33), (7.3.34), (7.3.36), and (7.3.37), we conclude that

\[- \sqrt{\frac{5 + \sqrt{5}}{2}} \frac{1}{5n} e^{-\pi/5f(-q, -q^9) f(q^3, q^7) f(q^4, q^6)} \]

\[\times \left( (1 + \alpha^8) \frac{f^2(-q_1, -q_9^3) f(-q_9^3, -q_9^1)(q_9^{10}; q_9^{10})_{\infty} (q_9^{20}; q_9^{20})_{\infty}}{f(-q_9^1, -q_9^1) f(-q_9^3, -q_9^1) f(-q_9^1, -q_9^1) f(-q_9^1, -q_9^1)} \right.\]

\[- (\alpha^2 + \alpha^6) q_1 \frac{f^2(-q_1^3, -q_1^7) f(-q_1^4, -q_1^6)(q_1^{10}; q_1^{10})_{\infty} (q_1^{20}; q_1^{20})_{\infty}}{f(-q_1^1, -q_1^1) f(-q_1^3, -q_1^1) f(-q_1^1, -q_1^1) f(-q_1^1, -q_1^1)}\]

\[+ 2\alpha^4 q_1 f^2(-q_1^5, -q_1^{15}) \right) \]

\hfill (7.3.38)

In conclusion, putting (7.3.10) and (7.3.30) in (7.3.5) and utilizing (7.3.38), we complete the proof of Entry 7.3.1. \(\square\)
7.4 Proof of Entry 7.1.2

7.4 Proof of Entry 7.1.2
Two Identities Involving a Mordell Integral and Appell–Lerch Sums

8.1 Introduction

On page 202 in his Lost Notebook, Ramanujan recorded without proofs two modular transformations involving a Mordell integral, \( q \)-hypergeometric series, and generalized Lambert series. These two formulas were first proved by Y.-S. Choi [52], and in this chapter we relate his proofs. In [104] and [105], L.J. Mordell studied the integral

\[
\int_{-\infty}^{\infty} \frac{e^{at^2 + bt}}{e^{ct} + d} \, dt, \quad \text{Re}(a) < 0,
\]

which first appeared in the work of L. Kronecker [91], [92] and B. Riemann (as related by C.L. Siegel) [129]. However, Mordell was the first to study its behavior under modular transformations, and consequently integrals of this type are commonly called Mordell integrals. In [104], Mordell derived the formula

\[
\int_{-\infty}^{\infty} \frac{e^{\pi i \tau t^2 - 2\pi x t}}{e^{2\pi t} - e^{2\pi i \theta}} \, dt = e^{-\pi i (\theta^2 \tau + 2x + 2\theta)} \frac{F[(x + \theta \tau)/\tau, -1/\tau] + i \pi F(x + \theta \tau, \tau)}{\tau \theta_{11}(x + \theta \tau, \tau)} \tag{8.1.1}
\]

where \( q = e^{\pi i \tau}, \text{Im}(\tau) > 0, \)

\[
i F(x, \tau) := \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + m + 1/4} e^{(2m+1)\pi i x}}{1 + q^{2m+1}}, \tag{8.1.2}
\]

and

\[
i \theta_{11}(x, \tau) := \sum_{m=-\infty}^{\infty} (-1)^m q^{m^2 + m + 1/4} e^{(2m+1)\pi i x}. \tag{8.1.3}
\]
On page 9 in his lost notebook [120], Ramanujan recorded two modular transformations involving Mordell integrals and his tenth order mock theta functions $\phi(q)$ and $\psi(q)$, namely,

$$\int_0^\infty e^{-\pi nx^2} \cosh(2\pi x/\sqrt{5}) + \frac{1}{4}(1 + \sqrt{5}) \, dx + \frac{1}{\sqrt{5}} e^{\pi/(5n)} \psi(-e^{-\pi/n}) = \sqrt{5} + \sqrt{5} e^{-\pi n/5} \phi(-e^{-\pi/n}) - \sqrt{5} + \frac{1}{2\sqrt{n}} e^{\pi/(5n)} \phi(-e^{-\pi/n}), \quad (8.1.4)$$

$$\int_0^\infty e^{-\pi nx^2} \cosh(2\pi x/\sqrt{5}) + \frac{1}{4}(1 - \sqrt{5}) \, dx + \frac{1}{\sqrt{5}} e^{\pi/(5n)} \psi(-e^{-\pi/n}) = -\sqrt{5} - \sqrt{5} e^{-\pi n/5} \phi(-e^{-\pi/n}) + \frac{1}{2\sqrt{n}} e^{\pi/(5n)} \phi(-e^{-\pi/n}), \quad (8.1.5)$$

where

$$\phi(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+1)/2}}{(q; q^2)_{n+1}} \quad \text{and} \quad \psi(q) := \sum_{n=0}^{\infty} \frac{q^{(n+1)(n+2)/2}}{(q; q^2)_{n+1}}.$$

The identities (8.1.4) and (8.1.5) were first proved by Choi [46].

On page 202 in his Lost Notebook, Ramanujan recorded without proofs two further identities including a Mordell integral.

**Entry 8.1.1 (p. 202).** If $q_1 = e^{-\pi/(3n)}$ and $q = e^{-3\pi n}$, then

$$\frac{2}{\sqrt{3}} \int_0^\infty \frac{e^{-\pi nx^2/3} \cos \pi t x}{e^{\pi x^2/3} + 1 + e^{-2\pi x^2/3}} \, dx = q^{1/18} \sum_{m=1}^{\infty} \left( -e^{-\pi t/q^{1/3}} q^{1/3}; q^{2/3} \right)_m (-e^{-\pi t/q^{1/3}} q^{2/3}; q^{2/3})_m \frac{q^{(2m-1)^2/6}}{e^{-3\pi t^2/(4n)} q^{1/2} \sqrt{n} \sum_{m=1}^{\infty} \left( -e^{\pi t/n q^{1/3}} q^{1/3}; q^{1/3} \right)_m (-e^{-\pi t/n q^{1/3}} q^{1/3}; q^{1/3})_m}$$

$$= q^{-1/36} \left( q^{2/3}; q^{2/3} \right)_\infty \left\{ \sum_{m=1}^{\infty} (-1)^{m+1} q^{(2m-1)^2/4} \left( \frac{1}{1 + e^{\pi t/q^{1/3}} q^{1/3}} + \frac{1}{1 + e^{-\pi t/q^{1/3}} q^{1/3}} - 1 \right) \right. + \frac{e^{-3\pi t^2/(4n)}}{q_1} \sum_{m=1}^{\infty} (-1)^{m+1} q^{(2m-1)^2/4} \left( \frac{1}{1 + e^{\pi t/n q^{1/3}} q^{1/3}} + \frac{1}{1 + e^{-\pi t/n q^{1/3}} q^{1/3}} - 1 \right) \right\}.$$
Proving these identities is equivalent to proving the following two theorems.

**Theorem 8.1.1.** For each $n$ with positive real part, set $q = e^{-3\pi n}$ and $q_1 = e^{-\pi/(3n)}$. For $t \in \mathbb{C}$, assume that $\text{Re}(t/n) \pm \frac{\pi}{3} \not\in \mathbb{Z}$ and $\text{Re}(t/n) \pm \frac{2\pi}{3} \not\in \mathbb{Z}$. Then

$$\frac{2}{\sqrt{3}} \int_0^\infty \frac{e^{-\pi nx^2/3} \cos \pi tx}{e^{2\pi x^2/3} + 1 + e^{-2\pi x^2/3}} \, dx$$

$$= q^{1/18} \sum_{m=1}^\infty \frac{q^{(2m-1)^2/6}(e^{-\pi t/n} q^{1/3}; q^{2/3})_m (e^{-\pi t/n} q^{1/3}; q^{2/3})_m}{q_1^{3(2m-1)^2/2}}$$

$$+ \frac{e^{-3\pi t^2/(4n)} q_1^{1/2}}{\sqrt{n}} \sum_{m=1}^\infty \frac{(e^{-\pi t/n} q^{1/3}; q^{1/3})_m (e^{-\pi t/n} q^{1/3}; q^{1/3})_m}{q_1^{3(2m-1)^2/2}}.$$  \hspace{1cm} (8.1.6)

**Theorem 8.1.2.** For each $n$ with positive real part, set $q = e^{-3\pi n}$ and $q_1 = e^{-\pi/(3n)}$. Then

$$q^{1/18} \sum_{m=1}^\infty \frac{q^{(2m-1)^2/6}(e^{-\pi t/n} q^{1/3}; q^{2/3})_m (e^{-\pi t/n} q^{1/3}; q^{2/3})_m}{q_1^{3(2m-1)^2/2}}$$

$$+ \frac{e^{-3\pi t^2/(4n)} q_1^{1/2}}{\sqrt{n}} \sum_{m=1}^\infty \frac{(e^{-\pi t/n} q^{1/3}; q^{1/3})_m (e^{-\pi t/n} q^{1/3}; q^{1/3})_m}{q_1^{3(2m-1)^2/2}}$$

$$= q^{-1/36} \left( \sum_{m=1}^\infty (-1)^m q^{(2m-1)^2/4} \right)$$

$$\times \left( \frac{1}{1 + e^{\pi t/q(q^2-1)/3}} + \frac{1}{1 + e^{-\pi t/q(q^2-1)/3}} - 1 \right)$$

$$+ \frac{e^{-3\pi t^2/(4n)}}{n} \sum_{m=1}^\infty (-1)^m q^{(2m-1)^2/4}$$

$$\times \left( \frac{1}{1 + e^{\pi t/q_1/(q_1^2-1)}} + \frac{1}{1 + e^{-\pi t/q_1/(q_1^2-1)}} - 1 \right).$$

Following Choi [51], define the function $f(\alpha, z; q)$ by

$$f(\alpha, z; q) := \sum_{m=0}^\infty q^{m^2 - 3m} \alpha^m z^{2m} / (z; q)_m (-\alpha z/q; q)_m.$$

If we set $\alpha = z = q$, we see that $f(q, q; q)$ reduces to Ramanujan’s third order mock theta function $f(q) := f_0(q)$, defined in (2.1.1). We can rewrite the right-hand side of the equation in Theorem 8.1.1 in terms of $f(\alpha, z; q)$, namely,

$$q^{2/9} f(e^{-\pi t/q^2}; e^{\pi t/q}; e^{\pi t/3}; e^{\pi t}) + \frac{e^{-3\pi t^2/(4n)} q_1^{1/2}}{\sqrt{n}} f(e^{-\pi t/n}; q_1^6, e^{\pi t/n}; q_1^3; q_1^6).$$
Ramanujan’s identities also involve the basic hypergeometric series
\[
\sum_{m=1}^{\infty} \frac{q^{(2m-1)^2/6}}{(q^{1/3};q^{2/3})_m(-e^{-\pi t}q^{1/3};q^{2/3})_m}
\]
and
\[
\sum_{m=1}^{\infty} \frac{q^{3(2m-1)^2/2}}{(q_1^3q_1^6)^m(-e^{-\pi it/n}q_1^3q_1^6)_m},
\]
which are special cases of the function, in the notation of [70],
\[
g_3(z,q) := \sum_{m=1}^{\infty} \frac{q^m(m-1)}{(z;q)_m(qz;q)_m}, \tag{8.1.7}
\]

D. Hickerson [78] did not use the function (8.1.7) in his proofs of the mock theta conjectures, but briefly remarked that he could express the mock theta conjectures in terms of \(g_3(z,q)\), Ramanujan’s fifth order mock theta functions, and classical theta functions. Later, B. Gordon and R. McIntosh [70] called this function a universal mock theta function \(g_3(z,q)\) and rewrote the mock theta conjectures in terms of universal mock theta functions. The function \(g_3(z,q)\) also satisfies a modular transformation [70]. With the function \(g_3(z,q)\), we can rewrite the right-hand side of Ramanujan’s first equation (8.1.6) as
\[
q^{2/9}g_3(-e^{\pi t}q^{1/3},q^{2/3}) + e^{-3\pi t^2/(4n)}q_1^2 \sqrt{n}g_3(-e^{\pi it/n}q_1^3,q_1^6).
\]

In his thesis [140], S. Zwegers studied the normalized Appell–Lerch sum, which is defined by
\[
\mu(u,v;\tau) = \frac{1}{f(-e^{2\pi iv},-e^{2\pi i\tau-2\pi iv})} \sum_{m=-\infty}^{\infty} \frac{(-1)^m e^{\pi i m (m+1)\tau + 2\pi imu}}{1 - e^{2\pi im\tau + 2\pi iu}},
\]
where \(u, v \notin \mathbb{Z}\tau + \mathbb{Z}\) and \(\tau \in \mathcal{H}\). He established symmetry, elliptic transformations, and modular transformations satisfied by Appell-Lerch sums. One of his modular transformations contains the Mordell integral, namely,
\[
\left(\frac{\tau}{i}\right)^{-1/2} e^{\pi i (u-v)^2/\tau} \mu\left(\frac{u}{\tau},\frac{v}{\tau},\frac{1}{\tau}\right) = -\mu(u,v;\tau) + \frac{1}{2} \int_{-\infty}^{\infty} e^{\pi x^2-2\pi x(u-v)} \cosh \pi x \, dx.
\]
With these properties, he explained that \(\mu(u,v;\tau)\) behaves nearly like a Jacobi form of weight \(1/2\).

Further papers on transformations of Mordell integrals have been written by B. Chern and R. C. Rhoades [43].

In Section 8.2, we prove Lemmas 8.2.1 and 8.2.2, featuring generalized Lambert series that are Appell–Lerch sums. The transformation for the Appell–Lerch sum in [140] plays a central role in the proofs of Lemmas 8.2.1
and 8.2.2. In Section 8.3, we relate one of Choi’s two proofs of Theorem 8.1.1 [52]. The proof that we provide uses Lemmas 8.2.1 and 8.2.2, Mordell’s formula, the modular transformation for a theta function \( \theta_1 \), and the evaluations of contour integrals. In his second proof of Theorem 8.1.1, Choi begins by first proving the identity

\[
\frac{1}{\sqrt{3}} \int_{-\infty}^{\infty} \frac{e^{\pi i x^2/3} - 2 e^{\pi i x}}{e^{2\pi i x/3} + 1 + e^{-2\pi i x/3}} \, dx = g(z; \tau) + \frac{e^{3\pi i z^2/\tau}}{\sqrt{-i\tau}} g \left( \frac{-z}{\tau}, -\frac{1}{\tau} \right) \tag{8.1.8}
\]

where

\[
g(z; \tau) := \frac{e^{2\pi i z/3}}{(z^3; e^{2\pi i})_{\infty}} \sum_{m=-\infty}^{\infty} \frac{(-1)^m e^{3\pi i m(m+1)}}{1 + e^{2\pi i z + 2\pi i (m+1/2)}}. \tag{8.1.9}
\]

To prove (8.1.8), he uses the elliptic transformation properties of \( g(z; \tau) \), the evaluation of certain contour integrals, and Liouville’s theorem. In Section 8.4, we prove Theorem 8.1.2 by using equation (8.2.3) below and some portions in the proof of Theorem 8.1.1.

### 8.2 Two Lemmas

As indicated above, to prove Theorems 8.1.1 and 8.1.2, we require the following lemmas.

**Lemma 8.2.1.** For any complex number \( q \) with \( |q| < 1 \),

\[
\sum_{m=1}^{\infty} q^{2m(m-1)/3} \frac{t q^{2/3}(-t q^{1/3}, q^{2/3})_m}{(t^3 q^{4/3}, -t^{-3} q^{2/3})_m} = \frac{t q^{2/3}}{f(-t^3 q^{4/3}, -t^{-3} q^{2/3})} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + 7m/3} q^{2m}}{1 + q^{2m+1}}
\]

\[
+ \frac{t^{-1} q^{2/3}}{f(-t^{-3} q^{4/3}, -t^3 q^{2/3})} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + 7m/3} q^{2m}}{1 + q^{2m+1}}
\]

\[
+ \frac{(q^2; q^2)_\infty^3}{(q^2/3; q^2/3)_\infty f(t^3 q^2, -t^3 q)} + \frac{q^{1/3} (q^2; q^2)_\infty^3 f(t^{1/3}, q^{5/3})}{(q^2/3; q^2/3)_\infty^3 f(q, q) f(t^{3} q^3)}
\]

\[
\times \frac{t^{2} f(-t^3 q^2, -t^3 q^{2/3})}{f(-t^3 q^{4/3}, -t^{-3} q^{2/3})}. \tag{8.2.1}
\]

**Proof.** F.G. Garvan [65] showed that, for \( |q| < |z| < |q|^{-1} \) and \( z \neq 1 \),

\[
z^{-1} \left( -1 + \sum_{m=0}^{\infty} \frac{q^{m^2}}{(z; q)_m (q/z; q)_m} \right) = \frac{1}{(q; q)_\infty} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{3m(m+1)/2}}{1 - q^{m} z}.
\]
Hickerson [78, p. 649] remarked that
\[ z^{-1} \left( -1 + \sum_{m=0}^{\infty} \frac{q^{m^2}}{(z; q)_{m+1} (q/z; q)_m} \right) = \sum_{m=1}^{\infty} \frac{q^{m(m-1)}}{(z; q)_m (q/z; q)_m}. \] (8.2.2)

Then, combining the two results above, we find that
\[ \sum_{m=1}^{\infty} \frac{q^{m(m-1)}}{(z; q)_m (q/z; q)_m} = \frac{1}{(q; q)_{\infty}} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{3m(m+1)/2}}{1 - q^m}, \] (8.2.3)

which was also derived in [70, p. 104]. Replacing \( q \) and \( z \) by \( q^{2/3} \) and \( -tq^{1/3} \), respectively, in (8.2.3), we deduce that
\[ \sum_{m=1}^{\infty} \frac{q^{2m(m-1)/3}}{(-tq^{1/3}; q^{2/3})_m (q^{-1/3}; q^{2/3})_m} = \frac{1}{(q^{2/3}; q^{2/3})_{\infty}} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m(m+1)}}{1 + q^{2m(1/3) t}}. \] (8.2.4)

In his Lost Notebook, Ramanujan recorded the identity [120, p. 59], [19, p. 72, Entries 4.2.1, 4.2.2]
\[ \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m(m+1)}}{1 - q^{2m} z} = \frac{(q^2; q^2)_\infty^3}{(z; q^2)_\infty^3 (q^2/z; q^2)_\infty}, \] (8.2.5)

which was perhaps first proved by Choi [48, p. 378]. Using (8.2.5) with \( z \) replaced by \( -t^3 q \), and using the Jacobi triple product identity (4.1.2), we deduce that
\[ \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m(m+1)}}{1 + q^{2(m+1)/3} t^3} = \frac{(q^2; q^2)_\infty^3}{f(t^3 q, t^{-3} q)} + \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + (7m + 2)/3} t^{-2}}{1 + q^{2m+1} t^{-3}} + \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + (7m + 2)/3} t^2}{1 + q^{2m+1} t^3}. \] (8.2.6)

The two sums on the right side of (8.2.6) are Appell–Lerch sums. In his thesis [140], Zwegers showed that the normalized Appell–Lerch sums satisfy the identity
\[ \frac{z}{f(-hz, -q/(hz))} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m(m+1)/2} (hz)_m}{1 - q^m t z} - \frac{1}{f(-h, -q/h)} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m(m+1)/2} h_m}{1 - q^m t} = \frac{(q^2; q^2)_\infty^3 \left( f(-htz, -q/(htz)) f(-z, -q/z) \right)}{f(-t, -q/t) f(-h, -q/h) f(-tz, -q/(tz)) f(-hz, -q/(hz))}, \] (8.2.7)
where \( q = e^{2\pi i \tau} \), \( h = e^{2\pi i \nu} \), \( t = e^{2\pi i u} \), and \( z = e^{2\pi i z'} \), such that \( \nu, u, z' \notin \mathbb{Z} \) and \( u, \nu, u + z', \nu + z' \notin \mathbb{Z}\tau + \mathbb{Z} \). Apply (8.2.7) with \( q, t, h, z \) replaced by \( q^2, -q, t^{-3}q^{4/3}, \) and \( t^3 \), respectively. We also invoke the Jacobi triple product identity (4.1.2) and note from (4.1.3) that

\[
\frac{1}{f(q^5/q^3, q^{7/3})} = q^{-1/3} f(q^{5/3}, q^{1.3}).
\]

Hence, we find that

\[
\frac{t^3}{(q^{2/3}; q^{2/3})_\infty} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + 7m/3}}{1 + q^{2m+1} t^3} - \frac{1}{f(-t^{-3}q^{1/3}, -t^3 q^{2/3})} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + 7m/3} t^{-3m}}{1 + q^{2m+1}} = - \frac{(q^2; q^2)_\infty q^{-1/3}}{f(q, q)f(-t^{-3}q^{1/3}, -t^3 q^{2/3})} f(t^3 q, t^{-3} q)(q^{2/3}; q^{2/3})_\infty. \tag{8.2.8}
\]

Similarly, if we apply (8.2.7) with \( q, t, h, z \) replaced by \( q^2, -q, t^3 q^{4/3}, \) and \( t^{-3} \), respectively, we find that

\[
\frac{t^{-3}}{(q^{2/3}; q^{2/3})_\infty} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + 7m/3} t^{-3}}{1 + q^{2m+1} t^{-3}} - \frac{1}{f(-t^3 q^{1/3}, -t^{-3} q^{2/3})} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + 7m/3} t^3 m}{1 + q^{2m+1}} = - \frac{(q^2; q^2)_\infty q^{-1/3}}{f(q, q)f(-t^3 q^{1/3}, -t^{-3} q^{2/3})} f(t^3 q, t^{-3} q)(q^{2/3}; q^{2/3})_\infty. \tag{8.2.9}
\]

We now return to (8.2.6), and for each of the sums on the right-hand side of (8.2.6), we substitute the expressions derived in (8.2.8) and (8.2.9). We now take the newly derived formula for the left-hand side of (8.2.6) and substitute it in (8.2.4). Hence, we deduce that

\[
\sum_{m=1}^{\infty} \frac{q^{2m(m-1)/3}}{(-tq^{1/3}; q^{2/3})_m (-t^{-1} q^{1/3}; q^{2/3})_m} = \frac{(q^2; q^2)_\infty}{(q^{2/3}; q^{2/3})_\infty f(t^3 q, t^{-3} q)}
\]

\[
+ \frac{tq^{2/3}}{f(-t^3 q^{1/3}, -t^{-3} q^{2/3})} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + 7m/3} t^{-3m}}{1 + q^{2m+1}} - \frac{tq^{1/3}(q^2; q^2)_\infty f(q^{5/3}, q^{1.3})}{f(q, q)f(-t^3 q^{1/3}, -t^{-3} q^{2/3})} f(t^3 q, t^{-3} q)(q^{2/3}; q^{2/3})_\infty
\]

\[
+ \frac{t^{-1} q^{2/3}}{f(-t^{-3} q^{1/3}, -t^3 q^{2/3})} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2 + 7m/3} t^3 m}{1 + q^{2m+1}} - \frac{t^{-1} q^{1/3}(q^2; q^2)_\infty f(q^{5/3}, q^{1.3})}{f(q, q)f(-t^{-3} q^{1/3}, -t^3 q^{2/3})} f(t^3 q, t^{-3} q)(q^{2/3}; q^{2/3})_\infty. \tag{8.2.10}
\]

We are almost finished with the proof. It remains to combine the two quotients of theta functions on the right-hand side of (8.2.10). To do this, we make two
further applications of \((4.1.3)\), namely,
\[
\begin{align*}
  f(-t^{-3}, -t^3q^2) &= -t^{-3}f(-t^{-3}q^2, -t^3), \\
  f(-t^3, -t^{-3}q^2) &= -t^3f(-t^3q^2, -t^{-3}).
\end{align*}
\]
Substituting the two identities above into \((8.2.10)\) and simplifying, we complete the proof of Lemma 8.2.1.

**Lemma 8.2.2.** Let \(\omega = e^{2\pi i/3}\), and let \(q\) be an arbitrary complex number such that \(|q| < 1\). Then
\[
q^2 \sum_{m=1}^{\infty} \frac{q^{6m(m-1)}}{(-tq^3; q^6)_m(-t^{-1}q^3; q^6)_m}
\]
\[
+ \frac{i}{\sqrt{3}} \left\{ \frac{1}{f(-\omega^2 t^{-1}q^2, -\omega^{-2}t)} \sum_{m=-\infty}^{\infty} (-1)^m q^{m^2+m} \omega^{2m+1} \frac{1}{1+q^{2m+1}} \right\}
\]
\[
+ \frac{1}{f(-\omega^2 t q^2, -\omega^{-2}t)} \sum_{m=-\infty}^{\infty} (-1)^m q^{m^2+m} \omega^{2m} \frac{1}{1+q^{2m+1}} - 1 \right\}
\]
\[
= - \frac{(q^2; q^2)_\infty}{3(q^6; q^6)_\infty f(tq, t^{-1}q)}
\]
\[
+ \frac{i}{\sqrt{3}} \left( (1 - \omega^2)f(q,q)f(q,q^5)f(tq, t^{-1}q) \right)
\]
\[
\times \left( f(-\omega^2 t^{-1}q^2, -\omega t) - \frac{1}{f(-\omega^2 t q^2, -\omega t)} \right) f(-\omega^2 t^{-1}q^2, -\omega t)). \quad (8.2.11)
\]

**Proof.** We first consider the left side of \((8.2.11)\); some elementary formulas for theta functions will be necessary in our examination. Employing the Jacobi triple product identity \((4.1.2)\) and \((4.1.3)\), we easily verify that
\[
\begin{align*}
  f(-\omega^2, -\omega q^2) &= (1 - \omega^2)(q^6; q^6)_\infty, \quad (8.2.12) \\
  f(\omega^2 q, \omega q) &= (q^2; q^2)_\infty(q^6; q^6)_\infty, \\
  f(-\omega^2 t^{-1}, -\omega t^2 q^3) &= -\omega^2 t^{-1}f(-\omega^2 t^{-1}q^2, -\omega t). \quad (8.2.14)
\end{align*}
\]
Employing \((8.2.7)\) with \(q, h, t, \) and \(z\) replaced by \(q^2, \omega^2 t^{-1}, -q, \) and \(t, \) respectively, applying \((8.2.12)-(8.2.14), \) and rearranging terms, we find that
\[
\begin{align*}
  \frac{1}{f(-\omega^2 t^{-1}q^2, -\omega t)} \sum_{m=-\infty}^{\infty} (-1)^m q^{m(m+1)} \omega^{2m} t^{-m} &
\end{align*}
\]
\[
\begin{align*}
  = \frac{1}{(1 - \omega)(q^6; q^6)_\infty} \sum_{m=-\infty}^{\infty} (-1)^m q^{m(m+1)} \omega^{2m+1} t^{-1} \\
  + \frac{(q^2; q^2)_\infty f(-t, -t^{-1}q^2)}{(1 - \omega^2)f(q,q)f(q,q^5)f(-\omega^2 t^{-1}q^2, -\omega t)f(tq, t^{-1}q)}. \quad (8.2.15)
\end{align*}
\]
Replacing the index \( m \) of summation by \(-m - 1\) and utilizing (8.2.12), we find that

\[
\sum_{m = -\infty}^{\infty} \frac{(-1)^m q^m(m+1) \omega^{2m}}{1 + q^{2m+1} t^{-1}} = \sum_{m = -\infty}^{\infty} \frac{(-1)^{m+1} q^{m(m+1)} \omega^{m+1}(q^{2m+1} t + 1 - 1)}{1 + q^{2m+1} t} 
\]

\[
= \sum_{m = -\infty}^{\infty} (-1)^{m+1} q^{m(m+1)} \omega^{m+1} + \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^m(m+1) \omega^{m+1}}{1 + q^{2m+1} t} 
\]

\[
= -\omega f(-\omega q^2, -\omega^2) + \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^m(m+1) \omega^{m+1}}{1 + q^{2m+1} t} 
\]

\[
= (1 - \omega)(q^6; q^6)_{\infty} + \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^m(m+1) \omega^{m+1}}{1 + q^{2m+1} t}. \tag{8.2.16}
\]

Apply (8.2.15) with \( t \) replaced by \( t^{-1} \), and then add the two equations together. Using also (8.2.16), we see that

\[
\frac{1}{f(-\omega^2 t^{-1} q^2, -\omega t)} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^m(m+1) \omega^{2m} t^{-m}}{1 + q^{2m+1}} 
\]

\[
+ \frac{1}{f(-\omega^2 t q^2, -\omega t^{-1})} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^m(m+1) \omega^{2m} t^m}{1 + q^{2m+1}} - 1 
\]

\[
= \frac{1}{(1 - \omega)(q^6; q^6)_{\infty}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^m(m+1)(\omega^{2m} + \omega^{m+1})}{1 + q^{2m+1} t} 
\]

\[
+ \frac{(q^2; q^2)_{\infty}^4 f(-t, -t^{-1} q^2)}{(1 - \omega^2) f(q, q) f(q, q^5) f(tq, t^{-1} q)} 
\]

\[
\times \left( \frac{1}{f(-t^{-1} \omega q^2, -\omega t)} - \frac{t^{-1}}{f(-\omega^2 t q^2, -t^{-1} \omega)} \right). \tag{8.2.17}
\]

We now consider

\[
S := \sum_{m = 1}^{\infty} \frac{q^{6m(m-1)+2}}{(-t q^3; q^6)_m (-t^{-1} q^2; q^6)_m} 
\]

\[
+ \frac{i}{\sqrt{3}(1 - \omega)(q^6; q^6)_{\infty}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^m(m+1)(\omega^{2m} + \omega^{m+1})}{1 + q^{2m+1} t}. \tag{8.2.18}
\]

By elementary calculations, we observe that

\[
\frac{1 + \omega}{1 - \omega} = \frac{i}{\sqrt{3}} \quad \text{and} \quad \frac{\omega^2}{1 - \omega} = -\frac{i}{\sqrt{3}}.
\]

Using these identities, we find that
\[
\frac{1}{1 - \omega} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{m(m+1)}(\omega^{2m} + \omega^{m+1})}{1 + q^{2m+1}t} = \frac{i}{\sqrt{3}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{3m^2 + 3m}}{1 + q^{6m+1}t} + 2 \frac{i}{\sqrt{3}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{9m^2 + 9m + 2}}{1 + q^{6m + 3}t}
\]
\[
+ \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{9m^2 + 9m + 2}}{1 + q^{6m + 3}t} + \frac{i}{\sqrt{3}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{9m^2 + 15m + 6}}{1 + q^{6m + 5}t}.
\] (8.2.19)

Therefore, applying (8.2.3) with \(q\) and \(z\) replaced by \(q^6\) and \(-tq^3\), respectively, (8.2.19), and (8.2.5) with \(z\) replaced by \(-tq\), we deduce from (8.2.18) that
\[
S = \frac{1}{(q^6; q^6)_{\infty}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{9m^2 + 9m + 2}}{1 + q^{6m + 3}t} - \frac{1}{3(q^6; q^6)_{\infty}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{9m^2 + 3m}}{1 + q^{6m+1}t}
\]
\[
- \frac{2}{3(q^6; q^6)_{\infty}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{9m^2 + 9m + 2}}{1 + q^{6m + 3}t} - \frac{1}{3(q^6; q^6)_{\infty}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{9m^2 + 15m + 6}}{1 + q^{6m + 5}t}
\]
\[
= - \frac{1}{3(q^6; q^6)_{\infty}} \sum_{m = -\infty}^{\infty} \frac{(-1)^m q^{m^2 + m}}{1 + q^{2m+1}t}
\]
\[
= - \frac{1}{3(q^6; q^6)_{\infty}} \frac{(q^2; q^2)_{\infty}^3}{f(tq, t^{-1}q)}.
\] (8.2.20)

In conclusion, combining (8.2.17) and (8.2.20), we complete the derivation of Lemma 8.2.2.

\[\Box\]

### 8.3 Proof of Theorem 8.1.1

**Proof of Theorem 8.1.1.** We shall assume that \(t\) and \(n\) are positive real numbers. At the conclusion of the proof, we appeal to analytic continuation. Because the integrand is an even function of \(x\), we can write
\[
\int_{0}^{\infty} \frac{e^{-\pi nx^2/3} \cos \pi tx}{e^{2\pi x/3} + 1 + e^{-2\pi x/3}} \, dx = \frac{1}{4} \int_{-\infty}^{\infty} \frac{e^{-\pi nx^2/3} (e^{\pi i tx} + e^{-\pi i tx})}{e^{2\pi x/3} + 1 + e^{-2\pi x/3}} \, dx.
\] (8.3.1)

Since
\[
\frac{1}{e^{2\pi x} + 1 + e^{-2\pi x}} = \frac{e^{2\pi x}}{(e^{2\pi x} + e^{\pi i/3})(e^{2\pi x} + e^{-\pi i/3})}
\]
\[
= \frac{1}{i \sqrt{3}} \left( \frac{e^{\pi i/3}}{e^{2\pi x} + e^{\pi i/3}} - \frac{e^{-\pi i/3}}{e^{2\pi x} + e^{-\pi i/3}} \right),
\]
we can write the integral in (8.3.1) as
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\[
\int_0^\infty \frac{e^{-\pi x^2/3} \cos \pi t x}{e^{2\pi x/3} + 1 + e^{-2\pi x/3}} dx
\]

\[
= \frac{\sqrt{3}}{4i} \left\{ e^{i\pi/3} \int_{-\infty}^\infty \frac{e^{-3\pi x^2 + 3\pi it x}}{e^{2\pi x} + e^{\pi i/3}} dx + e^{i\pi/3} \int_{-\infty}^\infty \frac{e^{-3\pi x^2 - 3\pi it x}}{e^{2\pi x} + e^{\pi i/3}} dx \right. \\
- \left. e^{-i\pi/3} \int_{-\infty}^\infty \frac{e^{-3\pi x^2 + 3\pi it x}}{e^{2\pi x} + e^{-\pi i/3}} dx - e^{-i\pi/3} \int_{-\infty}^\infty \frac{e^{-3\pi x^2 - 3\pi it x}}{e^{2\pi x} + e^{-\pi i/3}} dx \right\}. \tag{8.3.2}
\]

Replacing \(x\) by \(u + it/(2n)\), we find that

\[
\int_{-\infty}^\infty \frac{e^{-3\pi nx^2} + 3\pi it x}{e^{2\pi x} + e^{\pi i/3}} dx = e^{-3\pi t^2/(4n)} \int_{-\infty}^\infty \frac{e^{-3\pi (x-it/(2n))^2}}{e^{2\pi x} + e^{\pi i/3}} dx
\]

\[
= e^{-3\pi t^2/(4n)} \int_{-\infty-it/(2n)}^{\infty-it/(2n)} \frac{e^{-3\pi nu^2}}{e^{2\pi (u-it/(2n))} + e^{\pi i/3}} du.
\]

Similar formulas can be derived for each of the three remaining integrals in (8.3.2). Thus,

\[
\int_0^\infty \frac{e^{-\pi x^2/3} \cos \pi t x}{e^{2\pi x/3} + 1 + e^{-2\pi x/3}} dx
\]

\[
= \frac{\sqrt{3}}{4i} e^{-3\pi t^2/(4n)} \left\{ e^{i\pi/3} \int_{-\infty-it/(2n)}^{\infty-it/(2n)} \frac{e^{-3\pi nu^2}}{e^{2\pi (u-it/(2n))} + e^{\pi i/3}} du \right. \\
+ \left. e^{i\pi/3} \int_{-\infty+it/(2n)}^{\infty+it/(2n)} \frac{e^{-3\pi nu^2}}{e^{2\pi (u-it/(2n))} + e^{\pi i/3}} du \right. \\
- \left. e^{-i\pi/3} \int_{-\infty-it/(2n)}^{\infty-it/(2n)} \frac{e^{-3\pi nu^2}}{e^{2\pi (u-it/(2n))} + e^{-\pi i/3}} du \right. \\
- \left. e^{-i\pi/3} \int_{-\infty+it/(2n)}^{\infty+it/(2n)} \frac{e^{-3\pi nu^2}}{e^{2\pi (u-it/(2n))} + e^{-\pi i/3}} du \right\}. \tag{8.3.3}
\]

For a sufficiently large positive number \(N\), we consider the integral

\[
\int_{C_N} \frac{e^{-3\pi nu^2}}{e^{2\pi (u-it/(2n))} + e^{\pi i/3}} du,
\]

taken around the positively oriented rectangle \(C_N\) with vertices at \(\pm N\) and \(\pm N-it/(2n)\). The integrand has simple poles at \(i(-t/(2n) + 2/3 + k)\) for each integer \(k\). However, if we choose \(n\) sufficiently large, then none of these poles lie inside or on the contour \(C_N\). (At the end of our proof, we can remove this stipulation by analytic continuation.) Hence, by Cauchy’s theorem,

\[
\int_{C_N} \frac{e^{-3\pi nu^2}}{e^{2\pi (u-it/(2n))} + e^{\pi i/3}} du = 0.
\]
It is easy to see that the integrals along the vertical sides of $C_N$ tend to 0 as $N \to \infty$. Therefore, we conclude that

$$\int_{-\infty}^{\infty} e^{-\frac{3\pi nu^2}{2}} \frac{e^{-\frac{3\pi nu^2}{2}}}{e^{2\pi(u-it/(2n))} + e^{\pi i/3}} du = \int_{-\infty}^{\infty} e^{-\frac{3\pi nu^2}{2}} \frac{e^{-\frac{3\pi nu^2}{2}}}{e^{2\pi(u-it/(2n))} + e^{\pi i/3}} du. \quad (8.3.4)$$

Clearly, we can establish similar results for the other three integrals in (8.3.3). Using (8.3.4) and the aforementioned three analogues, we find that

$$\int_{0}^{\infty} e^{-\frac{\pi x^2}{3}} \cos \pi t x \frac{e^{-\frac{3\pi nu^2}{2}}}{e^{2\pi(u-it/(2n))} + e^{\pi i/3}}dx = \frac{\sqrt{3}}{4i} e^{-\frac{3\pi t^2}{4n}} \quad (8.3.5)$$

To evaluate the four integrals on the right-hand side of (8.3.5), we turn to Mordell’s evaluation (8.1.1). We first consider the first integral on the right side of (8.3.5). Replacing $\tau$, $x$, and $\theta$ by $3in$, $0$, and $2/3-t/(2n)$, respectively, in Mordell’s formula (8.1.1), we find that

$$\int_{-\infty}^{\infty} e^{-\frac{3\pi nu^2}{2}} \frac{e^{-\frac{3\pi nu^2}{2}}}{e^{2\pi(u-it/(2n))} + e^{\pi i/3}} du = e^{-\pi it/n} \int_{-\infty}^{\infty} e^{-\frac{3\pi nu^2}{2}} \frac{e^{-\frac{3\pi nu^2}{2}}}{e^{2\pi(u-it/(2n))} + e^{\pi i/3}} du$$

$$= e^{3\pi t^2/(4n)-2\pi t-4\pi i/3} q^{-4/9} F\left(\frac{2}{3} - \frac{t}{2n} - \frac{1}{3in}\right) - 3n F\left(2\frac{1}{3in} - \frac{3i}{2}, 3in\right).$$

The remaining three integrals in (8.3.5) are similarly established, and we find that

$$\int_{-\infty}^{\infty} e^{-\frac{3\pi nu^2}{2}} \frac{e^{-\frac{3\pi nu^2}{2}}}{e^{2\pi(u-\frac{it}{2n})} + e^{2\pi\frac{3i}{2}}} du$$

$$= e^{3\pi t^2/(4n)+2\pi t-4\pi i/3} q^{-4/9} F\left(\frac{2}{3} + \frac{t}{2n} - \frac{1}{3in}\right) - 3n F\left(2\frac{1}{3in} + \frac{3i}{2}, 3in\right),$$

$$\int_{-\infty}^{\infty} e^{-\frac{3\pi nu^2}{2}} \frac{e^{-\frac{3\pi nu^2}{2}}}{e^{2\pi(u+\frac{it}{2n})} - e^{2\pi\frac{3i}{2}}} du$$

$$= e^{3\pi t^2/(4n)-\pi t-2\pi i/3} q^{-1/9} F\left(\frac{1}{3} - \frac{t}{2n} - \frac{1}{3in}\right) - 3n F\left(\frac{1}{3in} - \frac{3i}{2}, 3in\right),$$

$$\int_{-\infty}^{\infty} e^{-\frac{3\pi nu^2}{2}} \frac{e^{-\frac{3\pi nu^2}{2}}}{e^{2\pi(u-\frac{it}{2n})} - e^{2\pi\frac{3i}{2}}} du$$

$$= e^{3\pi t^2/(4n)+\pi t-2\pi i/3} q^{-1/9} F\left(\frac{1}{3} + \frac{t}{2n} - \frac{1}{3in}\right) - 3n F\left(\frac{1}{3in} + \frac{3i}{2}, 3in\right).$$
We want to simplify (8.3.6). First, it is easily checked that

Second, recall that

Employing (8.3.9), (8.3.10), and (8.3.7) in (8.3.6), we find that

We want to simplify (8.3.6). First, it is easily checked that $F(x, \tau)$ and $\theta_{11}(x, \tau)$ satisfy the transformation formulas

Second, recall that $\theta_{11}$ satisfies the transformation formula [136, p. 475]

In particular, we need two special cases of (8.3.8), namely,

Employing (8.3.9), (8.3.10), and (8.3.7) in (8.3.6), we find that

\[
\int_0^\infty \frac{e^{-\pi n x^2 / 3} \cos \pi t x}{e^{2\pi x^3 / 3} + 1 + e^{-2\pi x^3 / 3}} dx \\
= -\sqrt{3} \frac{1}{4} \left\{ e^{-2\pi t} q^{-4/9} F\left( \frac{2}{3} - \frac{t}{2n}, -\frac{1}{3n} \right) - 3n \frac{F(2in - \frac{3it}{2}, 3in)}{3n \theta_{11}(2in + \frac{3it}{2}, 3in)} \right. \\
+ e^{2\pi t} q^{-4/9} F\left( \frac{2}{3} + \frac{t}{2n}, -\frac{1}{3n} \right) - 3n \frac{F(2in + \frac{3it}{2}, 3in)}{3n \theta_{11}(2in + \frac{3it}{2}, 3in)} \\
- e^{-\pi t} q^{-1/9} F\left( \frac{1}{3} - \frac{t}{2n}, -\frac{1}{3n} \right) - 3n \frac{F(in - \frac{3it}{2}, 3in)}{3n \theta_{11}(in - \frac{3it}{2}, 3in)} \\
- e^{\pi t} q^{-1/9} F\left( \frac{1}{3} + \frac{t}{2n}, -\frac{1}{3n} \right) - 3n \frac{F(in + \frac{3it}{2}, 3in)}{3n \theta_{11}(in + \frac{3it}{2}, 3in)} \left. \right\}.
\]
\[ \frac{e^{-3\pi t^2/(4n)}}{4i\sqrt{n}} \left\{ \frac{F\left(\frac{2}{3} - \frac{t}{2n}, -\frac{1}{3m}\right)}{\theta_{11}\left(\frac{2}{3} - \frac{t}{2n}, -\frac{1}{3m}\right)} + \frac{F\left(\frac{2}{3} + \frac{t}{2n}, -\frac{1}{3m}\right)}{\theta_{11}\left(\frac{2}{3} + \frac{t}{2n}, -\frac{1}{3m}\right)} \right\} \\
- \frac{\sqrt{3}}{2} q^{4/9} \left\{ e^{-2\pi t} F\left(2i n - \frac{3i t}{2}, 3i n\right) + \frac{e^{2\pi t}}{\theta_{11}\left(2i n + \frac{3i t}{2}, 3i n\right)} \right\}^2 \\
+ \frac{e^{-3\pi t^2/(4n)}}{2i\sqrt{n}} \left\{ \frac{F\left(\frac{2}{3} - \frac{t}{2n}, -\frac{1}{3m}\right)}{\theta_{11}\left(\frac{2}{3} - \frac{t}{2n}, -\frac{1}{3m}\right)} + \frac{F\left(\frac{2}{3} + \frac{t}{2n}, -\frac{1}{3m}\right)}{\theta_{11}\left(\frac{2}{3} + \frac{t}{2n}, -\frac{1}{3m}\right)} - 1 \right\} \right. \\
\left. \right(8.3.11) \]

We need to replace the functions $F$ in (8.3.6) by their Lambert series (8.1.2), and the theta functions $\theta_{11}$ by theta functions in Ramanujan's notation (4.1.1). A routine calculation shows that

\[ \theta_{11}(x, \tau) = -iq^{1/4}e^{\pi ix}f(-q^2e^{\pi ix}, -e^{-2\pi ix}), \quad q = e^{\pi i\tau}. \]  

(8.3.12)

Thus, (8.3.11) can be transformed into the shape

\[ \frac{2}{\sqrt{3}} \int_0^\infty \frac{e^{-\pi nx^2/3} \cos \pi tx}{e^{2\pi x/3} + 1} e^{-2\pi x/3} dx \]  

(8.3.13)

\[ = \frac{e^{\pi t q^{8/9}}}{f(-e^{3\pi t} q^{4/3}, -e^{-3\pi t} q^{2/3})} \sum_{m=\infty}^{\infty} \frac{(-1)^m q^{m^2+7m/3} e^{3m\pi t}}{1 + q^{2m+1}} \\
+ \frac{e^{\pi t q^{8/9}}}{f(-e^{-3\pi t} q^{4/3}, -e^{3\pi t} q^{2/3})} \sum_{m=\infty}^{\infty} \frac{(-1)^m q^{m^2} e^{-3m\pi t}}{1 + q^{2m+1}} - \frac{1}{\sqrt{3n}} \\
\times \left\{ \frac{1}{f(-\omega^2 e^{-\pi it/n} q^{2}, -\omega^{-2} e^{\pi it/n})} \sum_{m=\infty}^{\infty} \frac{(-1)^m q^{m^2+m} \omega^{2m} e^{-m\pi it/n}}{1 + q^{2m+1}} \right. \\
\left. + \frac{1}{f(-\omega^2 e^{\pi it/n} q^{2}, -\omega^{-2} e^{-\pi it/n})} \sum_{m=\infty}^{\infty} \frac{(-1)^m q^{m^2+m} \omega^{2m} e^{m\pi it/n}}{1 + q^{2m+1}} \right\} \right. \\
\left. - 1 \right\}. \\
\]

We are now ready to complete the proof of Theorem 8.1.1. Use Lemma 8.2.1 with $t$ replaced by $e^{\pi t}$ and employ Lemma 8.2.2 with $q$ and $t$ replaced by $q_1$ and $e^{\pi it/n}$, respectively. Multiply this new version of (8.2.1) by $q^{2/9}$ on both sides and then move the first two expressions on the right-hand side to the left-hand side. Take the new version of (8.2.11) and multiply both sides by $e^{-3\pi t^2/(4n)}\sqrt{n}$. Take the new left-hand sides of (8.2.1) and (8.2.11) and add them together to deduce that

\[ L := q^{2/9} \sum_{m=1}^{\infty} \frac{q^{2m(m-1)/3}}{\left(\omega\sum_{m=1}^{\infty} \frac{q^{m(m-1)}}{q_1^{m-1}}(q_1^{3}; q_1^{6})_m(-e^{-i\pi t/n} q^{3}; q_1^{6})_m \right)} \\
+ \frac{e^{-3\pi t^2/(4n)}}{\sqrt{n}} \sum_{m=1}^{\infty} \frac{q_1^{m(m-1)}}{\left(\omega\sum_{m=1}^{\infty} \frac{q^{m(m-1)}}{q_1^{m-1}}(q_1^{3}; q_1^{6})_m(-e^{-i\pi t/n} q^{3}; q_1^{6})_m \right)} \]  

(8.3.14)
\[
\frac{e^{\pi t} q^{8/9}}{f(-e^{3\pi t} q^{4/3}, -e^{-3\pi t} q^{2/3})} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m^2+7m/3} e^{3m\pi t}}{1 + q^{2m+1}}
\]

This expression is a part of the proof of Theorem 8.1.1. It involves sums and products of modular forms and is used to establish certain identities. The proof involves translating these expressions into the form of modular forms and using properties of theta functions and q-series.

Now take the new right-hand sides of (8.2.1) and (8.2.11) and add them together. From (4.1.3), \( f(-e^{3\pi t} q^2, -e^{-3\pi t}) = -e^{-3\pi t} f(-e^{3\pi t}, -e^{-3\pi t} q^2) \), and so with the use of this identity, we find that this sum equals

\[
R := q^{2/9} \left\{ \frac{q^2 ; q^2}{q^{2/3} ; q^{2/3}} \infty f(e^{3\pi t} q, e^{-3\pi t} q) \right\}
\]

This expression represents a sum over q-series and theta functions, which are central in the theory of modular forms.

We prove that \( R \) is identically equal to zero.

Recall that \( q_1 = e^{-\pi i/\tau} \) and \( q = e^{2\pi i \tau} \). If we translate (8.3.8) via (8.3.12), we find that

\[
f(-q_1 e^{2\pi i x / \tau}, -e^{-2\pi i x / \tau})
= -i \sqrt{-\tau e^{4\pi i x} / \tau} e^{-\pi i x / \tau} (q / q_1)^{1/4} f(-q_1 e^{2\pi i x}, -e^{-2\pi i x}).
\]

(We remark that in his notebooks [119], [23, p. 36], Ramanujan wrote (8.3.8) or (8.3.16) in the equivalent form

\[
\sqrt{\alpha} f(e^{-\alpha^2 + n\alpha}, e^{-\alpha^2 - n\alpha}) = e^{n^2/4} \sqrt{\beta} f(e^{-\beta^2 + in\beta}, e^{-\beta^2 - in\beta}),
\]

where \( \alpha, \beta \) are parameters related to the modular forms under consideration.)
where \( \alpha, \beta \in \mathbb{C}, \alpha \beta = \pi, \) and \( \text{Re} \alpha^2 > 0. \) From (8.3.16), with \( \tau = 3i n, \) we can easily deduce that

\[
f(-e^{2\pi iz} q^2, -e^{-2\pi iz}) = \frac{i}{\sqrt{3n}} q^{-1/4} e^{-\pi i z - \pi (x-1/2)^2/(3n)} f(-e^{2\pi x/(3n)} q_1^2, -e^{-2\pi x/(3n)}).
\] (8.3.17)

Since

\[
\lim_{x \to 0} \frac{1 - e^{-2\pi x/(3n)}}{1 - e^{-2\pi i z}} = -\frac{i}{3n},
\]

dividing both sides of (8.3.17) by \( 1 - e^{-2\pi i z} \) and letting \( x \) tend to 0, we find that

\[
(q^2; q^2)^3 = \frac{1}{3n \sqrt{3n}} q^{-1/4} q_1^{1/4} (q_1^2; q_1)^3 (q_1^2; q_1^2)_{\infty} f(e^{3\pi i q}, e^{-3\pi i q}).
\] (8.3.18)

(The identity (8.3.18) is simply the 'cube' of the transformation formula for the Dedekind eta-function, which Ramanujan recorded more than once in his notebooks [119], [23, p. 43, Entry 27(iii)].) Applying (8.3.18), (8.3.18) a second time with \( q \) replaced by \( q^{1/3}, \) and (8.3.17) with \( x = \frac{1}{2} - \frac{3}{2} in - \frac{3}{2} it, \) we find that

\[
\frac{q^{2/3} (q^2/q^2)^3}{(q^2/q^2)_{\infty} f(e^{3\pi i q}, e^{-3\pi i q})} = \frac{e^{-3\pi i /4 (4n)}}{\sqrt{n}} \frac{(q_1^2; q_1^2)_{\infty}}{3(q_1^6; q_1)_{\infty} f(e^{\pi i t/n} q_1, e^{-\pi i t/n} q_1)}.
\] (8.3.19)

Apply (8.3.17) with \( x \) replaced by \( \frac{1}{2} - \frac{1}{2} in, \frac{3}{2} it, \frac{1}{2} - \frac{3}{2} in, -\frac{3}{2} it - in, \) and \( \frac{3}{2} it - in, \) respectively. We furthermore use (8.2.13) to deduce (8.3.20) and (4.1.3) to deduce (8.3.21). Accordingly, we find that

\[
f(q^{5/3}, q^{1/3}) = \frac{1}{\sqrt{3n}} q^{-1/9} f(-e^{-\pi i/3} q_1, -e^{\pi i/3} q_1)
\]

\[
= \frac{1}{\sqrt{3n}} q^{-1/9} (q_1^6; q_1^6)_{\infty} f(q_1, q_1) f(q_1, q_1^2),
\] (8.3.20)

\[
f(-e^{-3\pi t} q_1^2, -e^{3\pi t}) = \frac{-i q^{-1/4} q_1^{1/4} e^{3\pi t/2+3\pi t^2/(4n)} - e^{\pi i t/(2n)}}{\sqrt{3n}}
\]

\[
\times f(-e^{\pi i t/n} q_1^2, -e^{-\pi i t/n} q_1),
\] (8.3.21)

\[
f(q, q) = \frac{1}{\sqrt{3n}} f(q_1, q_1),
\] (8.3.22)

\[
f(-e^{3\pi t} q^{4/3}, -e^{-3\pi t} q^{2/3}) = \frac{-i q^{-1/36} q_1^{1/4} e^{-\pi i/3-\pi t/2+3\pi t^2/(4n)} - e^{\pi i t/(2n)}}{\sqrt{3n}}
\]

\[
\times f(-e^{-\pi i t/n} q_1^2, -e^{\pi i t/n} q_1^2),
\] (8.3.23)

\[
f(-e^{3\pi t} q^{4/3}, -e^{3\pi t} q^{2/3}) = \frac{-i q^{-1/36} q_1^{1/4} e^{-\pi i/3+\pi t/2+3\pi t^2/(4n)} + e^{\pi i t/(2n)}}{\sqrt{3n}}
\]
8.4 Proof of Theorem 8.1.2

Employing (8.3.19)–(8.3.24) and using the fact that $e^{\pi i/3} = \sqrt{3}i/(1 - \omega^2)$, we conclude that

$$\times f(-e^{\pi it/n}q_1^2, -e^{-\pi it/n}, e^{\pi it/n}). \quad (8.3.24)$$

If we insert (8.3.25) and (8.3.19) into (8.3.15), we conclude that

$$L \neq 0.$$ 

Choi [52] gives a second proof of Theorem 8.1.1. He shows that both the left and right sides of (8.1.6) satisfy the same functional equation. He then considers the difference of the left and right sides and proves that it is a bounded entire function. Using Liouville’s theorem, he shows that this difference equals 0.

8.4 Proof of Theorem 8.1.2

Proof of Theorem 8.1.2. Using (8.2.3) with $t$ replaced by $-e^{\pi t}$ and $q$ replaced by $q^{2/3}$, we find that

$$q^{2/9} \sum_{m=1}^{\infty} q^{2m(m-1)/3} \left(-e^{\pi t} q^{1/3}; q^{2/3} \right)_m \left(-e^{\pi t} q^{1/3}; q^{2/3} \right)_m = q^{2/9} \sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m(m+1)}}{1 + q^{2m+1+1/3}e^{\pi t}}. \quad (8.4.1)$$

Employing (8.2.3) with $t$ replaced by $-e^{\pi it/n}$ and $q$ replaced by $q_1^6$, we deduce that

$$e^{-3\pi t^2/(4n)} q_1^2 \sum_{m=1}^{\infty} \frac{q_1^{6m(m-1)}}{\sqrt{n}} \left(-e^{\pi it/n} q_1^3; q_1^3 \right)_m \left(-e^{-\pi it/n} q_1^3; q_1^3 \right)_m = e^{-3\pi t^2/(4n)} q_1^2 \sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{6m^2+6m}}{1 + q_1^{6m+3}e^{\pi it/n}}. \quad (8.4.2)$$
Thus, we need to use (8.4.5) on the right-hand side of our sum. Lastly, in order to complete the proof of Theorem 8.1.2, we now add (8.4.1) and (8.4.2). Then we substitute (8.4.3) and (8.4.4) on the right-hand side in the first step below, we find that

\[
\sum_{m=-\infty}^{\infty} \frac{(-1)^m q^{m(m+1)}}{1 + q^{(2m+1)/3}e^{\pi t}} = \left(\sum_{m=0}^{\infty} + \sum_{m=-\infty}^{-1}\right) \frac{(-1)^m q^{m(m+1)}}{1 + q^{(2m+1)/3}e^{\pi t}} \tag{8.4.3}
\]

\[
= \sum_{m=1}^{\infty} \frac{(-1)^{m+1} q^{m(m-1)}}{1 + q^{(2m-1)/3}e^{\pi t}} + \sum_{m=1}^{\infty} \frac{(-1)^m q^{m(m-1)}(q^{(2m-1)/3}e^{-\pi t} + 1 - 1)}{1 + q^{(2m-1)/3}e^{\pi t}}
\]

\[
= \sum_{m=1}^{\infty} \frac{(-1)^{m+1} q^{m(m-1)}}{1 + q^{(2m-1)/3}e^{\pi t}} + \sum_{m=1}^{\infty} \frac{(-1)^m q^{m(m-1)} - \sum_{m=1}^{\infty} (-1)^{m+1} q^{m(m-1)}}{1 + q^{(2m-1)/3}e^{\pi t}}.
\]

With \(q\) replaced by \(q_1^{1/3}\) and \(e^{\pi t}\) replaced by \(e^{\pi t/n}\) in (8.4.3), we deduce that

\[
\sum_{m=-\infty}^{\infty} \frac{(-1)^m q_1^{m^2+9m}}{1 + q_1^{6m+3}e^{\pi t/n}} \tag{8.4.4}
\]

\[
= \sum_{m=1}^{\infty} \frac{(-1)^{m+1} q_1^{m^2-9m}}{1 + q_1^{6m-3}e^{-\pi t/n}} + \sum_{m=1}^{\infty} \frac{(-1)^m q_1^{m^2-9m}}{1 + q_1^{6m-3}e^{-\pi t/n}} - \sum_{m=1}^{\infty} (-1)^{m+1} q_1^{m^2-9m}.
\]

In (8.3.18), if we replace \(q\) by \(q_1^{1/3}\), so that \(q_1\) is replaced by \(q_1^{3}\) and \(n\) is replaced by \(\frac{1}{3}n\), we find that

\[
(q_1^{2/3}; q_1^{2/3})_\infty = \frac{1}{\sqrt{n}} q_1^{-1/36} q_1^{1/4} (q_1^{6}; q_1^{6})_\infty.
\]

Thus,

\[
\frac{q_1^{2/3}}{\sqrt{n}} \frac{q_1^{2/3}}{(q_1^{6}; q_1^{6})_\infty} = \frac{q_1^{-1/36} q_1^{2/4}}{(q_1^{2/3}; q_1^{2/3})_\infty \sqrt{n}}. \tag{8.4.5}
\]

We now add (8.4.1) and (8.4.2). Then we substitute (8.4.3) and (8.4.4) on the right-hand side of our sum. Lastly, in order to complete the proof of Theorem 8.1.2, we need to use (8.4.5). \(\Box\)

In conclusion, we remark that Choi [52] employs Theorem 8.1.1 to derive several transformation formulas for third order mock theta functions. For example,

\[
\int_0^\infty e^{-\pi x^2/3} \cos \pi x \ln e^{2\pi x/3} + 1 + e^{-2\pi x/3} dx = q_1^{2/9} \left(1 - \frac{1}{2} f(q)\right) + \frac{q_1^{1/4} q_1^{2}}{\sqrt{n}} \omega(q_1^{3}),
\]

where \(f(q)\) and \(\omega(q)\) are the usual third order mock theta functions.
Ramanujan’s Last Letter to Hardy

9.1 Introduction

In one of the most enigmatic, important, and influential mathematical letters in the history of mathematics, written to Hardy on January 12, 1920, Ramanujan mistily described his theory of mock theta functions [28, pp. 220–223]. For nearly a century, mathematicians have been attempting to penetrate into the meanings of the letter’s assertions. Although enormous progress has been made in fitting Ramanujan’s claims into contemporary mathematics, a dark certain has not allowed us to view what is really on stage, i.e., Ramanujan’s thoughts behind his discoveries. In this chapter, we examine the claims made in Ramanujan’s last letter to Hardy and relate the remarkable discoveries that have emerged, especially in recent years.

9.2 Radial Limits

Ramanujan wrote [28, p. 221],

I have proved that if

\[ f(q) = 1 + \frac{q}{(1 + q)^2} + \frac{q^4}{(1 + q)^2(1 + q^2)^2} + \cdots \]

then

\[ f(q) + (1 - q)(1 - q^3)(1 - q^5) \cdots (1 - 2q + 2q^4 - 2q^8 + \cdots) = O(1) \]

at all the points \( q = -1, q^3 = -1, q^5 = -1, q^7 = -1, \ldots \), and at the same time

\[ f(q) - (1 - q)(1 - q^3)(1 - q^5) \cdots (1 - 2q + 2q^4 - \cdots) = O(1) \]
at all the points \( q^2 = -1, \ q^4 = -1, \ q^6 = -1, \ldots \) Also obviously \( f(q) = O(1) \) at all the points \( q = 1, \ q^3 = 1, \ q^5 = 1, \ldots \) And so \( f(q) \) is a Mock \( \theta \) function. When \( q = e^{-t} \) and \( t \to 0 \)

\[
f(q) + \sqrt{\frac{\pi}{t}} \exp\left(\frac{\pi^2}{24t} - \frac{t}{24}\right) \to 4. \tag{9.2.1}
\]

The coefficient of \( q^n \) in \( f(q) \) is

\[
(-1)^{n-1} \frac{\exp\left(\pi \sqrt{n - \frac{1}{144}}\right)}{2\sqrt{n - \frac{1}{24}}} + O\left(\frac{\exp\left(\frac{1}{2} \pi \sqrt{n - \frac{1}{144}}\right)}{2\sqrt{n - \frac{1}{24}}}\right). \tag{9.2.2}
\]

It is inconceivable that a simple \( \theta \) function could be found to cut out the singularities of \( f(q) \).

The function \( f(q) \) is Ramanujan’s famous third order mock theta function, which we have denoted by (1.3.2). The two assertions immediately following the definition of \( f(q) \) were first proved by A. Folsom, K. Ono, and R.C. Rhoades [62], [63]. In fact, they proved much more, as we now relate. Define

\[
R(w; q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(wq; q)_n (q/w; q)_n}, \tag{9.2.3}
\]

\[
U(w; q) := \sum_{n=0}^{\infty} (wq; q)_n (q/w; q)_n q^{n+1}, \tag{9.2.4}
\]

\[
C(w; q) := \frac{(q; q)^{\infty}}{(wq; q)_{\infty} (q/w; q)_{\infty}}. \tag{9.2.5}
\]

We note that if \( w = -1 \), then

\[
R(-1; q) = f(q), \tag{9.2.6}
\]

\[
U(-1; q) = \sum_{n=0}^{\infty} (-q; q)_n^2 q^{n+1} := u(q), \tag{9.2.7}
\]

\[
C(-1; q) = \frac{(q; q)^{\infty}}{(-q; q)_{\infty}^2} = \frac{\varphi(-q)}{(-q; q)_{\infty}} := b(q), \tag{9.2.8}
\]

by (2.1.14). We also note that \( R(w; q) \) is the generating function for ranks of partitions, and that \( C(w; q) \) is the generating function for cranks of partitions.

**Theorem 9.2.1 ([62], [63]).** Let \( a, b, h, \) and \( m \) be integers such that \( 1 \leq a < b, \ 1 \leq h < m, \ \text{gcd}(a, b) = \text{gcd}(h, m) = 1, \) and \( b|m \). Let \( h' \) denote an inverse of \( h \) modulo \( m \), i.e., \( hh' \equiv 1 \pmod{m} \). Then, if \( \zeta_m \) is an \( m \)th root of unity, as \( q \) radially approaches \( \zeta_m \) within the unit disc,

\[
\lim_{q \to \zeta_m} \left\{ R(\zeta_m^a; q) - \zeta_m^{h'} a^2 m C(\zeta_m^a; q) \right\} = -(1 - \zeta_m^a)(1 - \zeta_m^{-a})U(\zeta_m^a; \zeta_m^h). \tag{9.2.9}
\]
Using the notation (9.2.6)–(9.2.8), we state separately Ramanujan’s claim, which is the special case \(a = 1, b = 2, \text{ and } m = 2k\), where \(k\) is a positive integer.

**Theorem 9.2.2.** If \(\zeta\) is a primitive root of unity of order \(2k\), then as \(q\) radially approaches \(\zeta\) within the unit disc,

\[
\lim_{q \to \zeta} \{f(q) - (-1)^kb(q)\} = -4u(\zeta). \tag{9.2.10}
\]

The expression immediately to the right of \(f(q)\) in (9.2.1) arises from the transformation formulas for the theta functions comprising \(b(q)\). W. Zudilin \[139\] discovered a short proof of (9.2.10) based on theorems in Ramanujan’s lost notebook, and so we will provide his proof here.

**Proof.** We begin by recalling a special case of a result found on page 15 in the lost notebook \[120\], namely \[18, p. 67, Entry 3.4.7\],

\[
R(w; q)+(1-w)(1-1/w)U(w; q) = \frac{1 - 1/w}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-w)^n q^{(n+1)/2}}{1 - q^n/w}. \tag{9.2.11}
\]

Second, we rewrite (1.3.17), which we proved in \[17, p. 264, Entry 12.2.2\], in the form

\[
C(w; q) = \frac{1 - 1/w}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{1 - q^n/w}. \tag{9.2.12}
\]

From (9.2.6), (9.2.7), and (9.2.11), we see that

\[
f(q) + 4u(q) = R(-1; q) + 4U(-1; q) = \frac{2}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{n(n+1)/2}}{1 + q^n}. \tag{9.2.13}
\]

Furthermore, from (9.2.8) and (9.2.12), we find that

\[
b(q) = C(-1, q) = \frac{2}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{(-1)^n q^{n(n+1)/2}}{1 + q^n}. \tag{9.2.14}
\]

From (9.2.13) and (9.2.14), we can then deduce that

\[
f(q) + 4u(q) - b(q) = \frac{4}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{n(2n-1)}}{1 + q^{2n-1}}, \tag{9.2.15}
\]

\[
f(q) + 4u(q) + b(q) = \frac{4}{(q; q)_\infty} \sum_{n=-\infty}^{\infty} \frac{q^{n(2n+1)}}{1 + q^{2n}}. \tag{9.2.16}
\]

Moreover \[17, p. 264, equations (12.2.7), (12.2.6)\],
\[
\frac{1}{(q; q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{q^{n(2n-1)}}{1 + q^{2n-1}} = 2(-q; q)_{\infty}^2 \sum_{n=1}^{\infty} \frac{(-1)^{n-1}(q; q^2)_n q^{n^2}}{(-q; q^2)_n^2},
\]
\[
\frac{1}{(q; q)_{\infty}} \sum_{n=-\infty}^{\infty} \frac{q^{n(2n+1)}}{1 + q^{2n}} = \frac{1}{2}(-q; q)_{\infty}^2 \sum_{n=0}^{\infty} \frac{(-1)^n(q; q^2)_n q^{n^2}}{(-q^2; q^2)_n^2}.
\]

Thus, we can recast (9.2.15) and (9.2.16) in the forms
\[
f(q) + 4u(q) - b(q) = 8(-q; q)_{\infty}^2 \sum_{n=1}^{\infty} \frac{(-1)^{n-1}(q; q^2)_n q^{n^2}}{(-q; q^2)_n^2}, \tag{9.2.17}
\]
\[
f(q) + 4u(q) + b(q) = 2(-q; q)_{\infty}^2 \sum_{n=0}^{\infty} \frac{(-1)^n(q; q^2)_n q^{n^2}}{(-q^2; q^2)_n^2}. \tag{9.2.18}
\]

We now observe that as \(q \to \zeta\) radially, the infinite products on the right-hand side of (9.2.17) and (9.2.18) each tend to 0, while the infinite series on the right-hand sides each tend to a finite number when \(k\) is even and odd, respectively. This completes the proof of Theorem 9.2.2.

We see that Appell–Lerch basic bilateral series play a key role in Zudilin’s proof of Theorem 9.2.2. E. Mortenson observed that results that he had established on Appell–Lerch series [108] could be utilized to prove further results of this sort [109]. Since many mock theta functions are special cases of the ‘universal’ mock theta function \(g_2(x; q)\), defined in (6.4.5), R. Rhoades [124] asked how one can explicitly determine modular forms \(f_{a,b,A,B,h,k}\) in a uniform way such that
\[
g_2(\zeta_k^a q^A; q^B) - f_{a,b,A,B,h,k}(q) = O(1),
\]
as \(q \to \zeta_k^b\) radially, where \(\zeta_k\) is a \(k\)th root of unity. He further asked how one can determine the constants
\[
Q_{a,b,A,B,h,k} := \lim_{q \to \zeta_k^b} \left\{ g_2(\zeta_k^a q^A; q^B) - f_{a,b,A,B,h,k}(q) \right\}.
\]
K. Bringmann and L. Rolen completely answered Rhoades’s queries in [39].

### 9.3 Formulas for the Taylor Series Coefficients of \(f(q)\)

We now discuss the assertion in (9.2.2). L. Dragonette [57] first proved that if
\[
f(q) =: \sum_{n=0}^{\infty} a(n)q^n, \tag{9.3.1}
\]
then
9.3 Formulas for the Taylor Series Coefficients of $f(q)$

\begin{equation}
a(n) = \sum_{k=1}^{[\sqrt{n}]} (-1)^{[(k+1)/2]}A_{2k}(n - k(1 + (-1)^k)/4) \sinh \left( \frac{\pi}{k} \sqrt{\frac{n}{6} - \frac{1}{144}} \right) + O(n^{1/2 + \epsilon}),
\end{equation}

for each $\epsilon > 0$, where $A_{k}(n)$ denotes the same sum that appears in the Hardy–Ramanujan–Rademacher formula for the partition function $p(n)$, i.e.,

\begin{equation}
A_{k}(n) = \sum_{h \pmod{k}} \omega_{h,k} e^{-\frac{2\pi ihn}{k}},
\end{equation}

where $\omega_{h,k}$ is a certain $24k$th root of unity. See [8, pp. 70–71] for a more precise definition of $\omega_{h,k}$ and the complete formula for $p(n)$. Dragonette suggested that the error term was much smaller than what is indicated in (9.3.2) and that it may be that when the main sum is rounded off to the nearest integer, the sum would give the value of $a(n)$ exactly. Andrews [2] improved Dragonette’s result by replacing the error term by $O(n^{\epsilon})$, for each $\epsilon > 0$. He furthermore conjectured that the series in (9.3.2) actually converges, i.e., that the error term is $o(1)$, as $n \to \infty$. Readers should consult Andrews’ paper [14], which also contains numerical evidence.

The conjecture of Dragonette and Andrews was proved in 2007 by K. Bringmann and K. Ono [32]. They constructed a weak Maass–Poincaré series with holomorphic part $q^{-1}f(q)$. As a consequence, in finding a formula analogous to the exact Hardy–Ramanujan–Rademacher exact formula for $p(n)$, they obtain an exact formula for $a(n)$ and consequently exact formulas for $N_0(n)$ and $N_e(n)$, the number of partitions of $n$ with odd rank and the number of partitions of $n$ of even rank, respectively.
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Continued Fractions

10.1 Introduction

Recall that the Rogers-Ramanujan continued fraction is defined by

\[ R(q) := \frac{q^{1/5}}{1 + \frac{q}{1 + \frac{q^2}{1 + \frac{q^3}{1 + \cdots}}}, \quad |q| < 1. \]  

The continued fraction \( R(q) \) satisfies two famous and useful identities recorded by Ramanujan in his notebooks [23, p. 265, Entry 11(iii)], namely,

\[ \frac{1}{R(q)} - 1 - R(q) = \frac{f(-q^{1/5})}{q^{1/5}f(-q^5)} \]  

and

\[ \frac{1}{R^5(q)} - 11 - R^5(q) = \frac{f^6(-q)}{q f^6(-q^5)}, \]  

where

\[ f(-q) := (q; q)_\infty = q^{-1/24} \eta(\tau), \quad q = e^{2\pi i \tau}, \quad \text{Im} \, \tau > 0; \]  

the function \( \eta(\tau) \) is the Dedekind eta function.

10.2 Finite and Infinite Rogers-Ramanujan Continued Fractions

The first entry that we examine does not appear to be correct. Appearing in Ramanujan’s purported identity is the expression

\[ (1 - q^5)(1 - q^{10})\cdots, \]  

so that the \( n \)th term in this product is \( (1 - x^{5n})^{5n} \). We think that (10.2.1) is incorrect, and that Ramanujan mis-recorded the second term of the product
representation for $f^5(-q^5)$. On the right-hand side of Ramanujan’s formula, we find the function $F(q)$, which is not defined by Ramanujan. However, $F(q)$ is evidently the Rogers-Ramanujan continued fraction $R(q)$ defined in (10.1.1).

Recall that in his second letter to Hardy, Ramanujan used the same notation, but without the factor $q^{1/5}$, to denote the Rogers-Ramanujan continued fraction [28, p. 57]. This entry is also difficult to read in [120]. There appears to be a spurious constant, possibly 5, or 25, or $\sqrt{5}$, before the quotient on the right-hand side of (10.2.3).

**Entry 10.2.1 (p. 56).** Define

$$Q(q) := q^5 f^5(-q^5).$$

**Then,** if $F(q) = R(q)$,

$$\sqrt{Q(q^{1/5})/Q(q)} = \frac{1}{\sqrt{F(q)}} + \frac{\sqrt{5} - 1}{2} \sqrt{F(q)},$$

**Proof.** For brevity, we set $t = F(q) = R(q)$ and $\alpha = (1 - \sqrt{5})/2$. We employ the identities

$$\frac{1}{\sqrt{t}} - \alpha \sqrt{t} = \frac{1}{q^{1/10}} \sqrt{f(-q)/f(-q^5)} \prod_{n=1}^{\infty} \frac{1}{1 + \alpha q^n + q^{2n}},$$

$$\left(\frac{1}{\sqrt{t}}\right)^5 - (\alpha \sqrt{t})^5 = \frac{1}{q^{1/2}} \sqrt{f(-q)/f(-q^5)} \prod_{n=1}^{\infty} \frac{1}{1 + \alpha q^n + q^{2n} q^{5}},$$

which are found on page 204 in Ramanujan’s lost notebook [120], [17, pp. 21–22]. Now, with the use of (10.2.4), we find that the numerator of the right-hand side of (10.2.3) is equal to

$$\left\{ \frac{1}{\sqrt{F(q)}} + \frac{\sqrt{5} - 1}{2} \sqrt{F(q)} \right\}^5 = \left\{ \frac{1}{\sqrt{t}} - \alpha \sqrt{t} \right\}^5$$

$$= \left( \frac{1}{q^{1/10}} \sqrt{f(-q)/f(-q^5)} \prod_{n=1}^{\infty} \frac{1}{1 + \alpha q^n + q^{2n} q^{5}} \right)^5.$$
\[
\left\{ \frac{1}{\sqrt{F(q^{1/5})}} \right\}^5 + \left\{ \frac{\sqrt{5} - 1}{2} \sqrt{F(q^{1/5})} \right\}^5 = \left( \frac{1}{\sqrt{F}} \right)^5 - \left( \alpha \sqrt{F} \right)^5
\]

= 1 + \left( \frac{\sqrt{5} - 1}{2} \right) \sqrt{F(q^{1/5})}^5\]

\[
= \frac{1}{q^{1/10}} \sqrt{\frac{f(-q^{1/5})}{f(-q)}} \prod_{n=1}^{\infty} \frac{1}{1 + \alpha q^n/5 + q^{2n}/5}, \quad (10.2.7)
\]

If we now divide (10.2.6) by (10.2.7), we find that the right-hand side of (10.2.3) is equal to

\[
\frac{\sqrt{f(\sqrt{5})}}{q^{1/10} \sqrt{f(-q^{1/5})}} \prod_{n=1}^{\infty} \frac{1}{1 + \alpha q^n/5 + q^{2n}/5},
\]

which establishes (10.2.3). \(\square\)

On page 57 of [120], Ramanujan examines four finite Rogers-Ramanujan continued fractions that we failed to examine in [17]. We state the first as Ramanujan recorded it, although it is perhaps more natural to interchange the hypothesis and conclusion.

**Entry 10.2.2 (p. 57).** If \(x^6 = 1 + x^4\), then

\[
1 - \frac{ix}{1 - x^2} + \frac{ix^3}{1 + x^4} - \frac{ix^5}{1 - x^6} - \frac{x^6}{1} = 0. \quad (10.2.8)
\]

Observe that (10.2.8) is simply the sixth partial quotient \(A_6/B_6\) of \(F(q) := 1/(q^{-1/5} R(q))\), where \(R(q)\) is the Rogers-Ramanujan continued fraction defined in (10.1.1), and where \(q = -ix\). Ramanujan’s claim is that if \(x^6 = 1 + x^4\), then \(A_6 = 0\).

**Proof.** First, for a continued fraction

\[
b_0 + \frac{a_1}{b_1} + \frac{a_2}{b_2} + \cdots + \frac{a_n}{b_n} + \cdots,
\]

recall the standard recurrence relations for the nth partial quotient \(A_n/B_n\) [93, p. 6]

\[
A_n = b_n A_{n-1} + a_n A_{n-2}, \quad B_n = b_n B_{n-1} + a_n B_{n-2},
\]

for \(n \geq 1\), with initial values \(A_{-1} = 1, B_{-1} = 0, A_0 = b_0,\) and \(B_0 = 1\). We calculate the numerators \(A_n, 2 \leq n \leq 6\). To that end,

- \(A_2 = (1 - x^2) - ix,\)
- \(A_3 = (1 - x^2 + x^4) + i(x^3 - x),\)
- \(A_4 = 1 - x^2 + 2x^4 - x^6 - i(x - x^3 + x^5)\)
- \(A_5 = (1 - x^2 + 2x^4 - 2x^6 + x^8) - ix(x^4 + 1)(1 - x^2 + x^4),\)
- \(A_6 = (x - 1)(x + 1)(x^4 + 1)(x^6 - x^4 - 1) - ix(1 - x^2 + x^4)(x^6 - x^4 - 1).\)
We see that $A_6$ is the first case when the real and imaginary parts have a
common factor, which is $(x^6 - x^4 - 1)$. Ramanujan’s Entry 10.2.2 then follows.

Do further numerators contain a common factor? We can extend Ramanujan’s result with the next theorem. We do not have a general theorem, however.

**Theorem 10.2.1.** If $x^4 + 1 = 0$, then $A_7/B_7 = 0$, and if $x^{10} + 1 = 0$ but $x \neq \pm i$, then $A_8/B_8 = 0$.

**Proof.** We note that

$$A_7 = (x^4 + 1)(x^{12} - x^{10} + 2x^8 - 2x^6 + x^4 - x^2 + 1)$$

$$-ix(x - 1)(x + 1)(x^4 + 1)(x^8 - x^6 + x^4 + 1)$$

and

$$A_8 = (x^4 + 1)(x^8 - x^6 + 1)(x^8 - x^6 + x^4 - x^2 + 1)$$

$$+ix(x^8 - x^6 + x^4 - x^2 + 1)(x^{10} - x^8 + x^6 - x^4 - 1).$$

Since $(x^8 - x^6 + x^4 - x^2 + 1)$ | $(x^{10} + 1)$, the result follows.

The three remaining entries to be examined here are finite Rogers-Ramanujan continued fractions evaluated at roots of unity. The authors inexplicably failed to address these entries in [17]. All three results are consequences of a table found on page 133 of [17], which is incorrectly labelled, for it was erroneously assumed that Ramanujan was employing the same notation on page 46 of [120] as he was on page 57. To remedy this blunder, we redefine $P_n(x)$ and $Q_n(x)$, for each positive integer $n$, by

$$P_n(a) = 1 + \frac{a}{1} + \frac{ax^2}{1 + 1 + \cdots + 1}.$$  \hspace{1cm} (10.2.9)

Then the following table taken from [17, p. 133] is correct. In each evaluation, $x$ is a primitive $n$th root of unity.

<table>
<thead>
<tr>
<th>$n \equiv 1, 4 \pmod{5}$</th>
<th>$P_{n-2}(x)$</th>
<th>$P_{n-2}(x)$</th>
<th>$P_{n-1}(x)$</th>
<th>$P_{n-3}(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n \equiv 2, 3 \pmod{5}$</td>
<td>$x^{(1-\rho)/5}$</td>
<td>$x^{-(1+\rho)/5}$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$n \equiv 0 \pmod{5}$</td>
<td>0</td>
<td>0</td>
<td>$-(x^{-2n/5} + x^{2n/5})$</td>
<td>$-(x^{-n/5} + x^{n/5})$</td>
</tr>
</tbody>
</table>

**Entry 10.2.3 (p. 57).** If $x$ is a primitive $n$th root of unity, with $n \equiv 2, 3 \pmod{5}$, then

$$1 + \frac{x}{1} + \frac{x^2}{1 + \cdots + \frac{x^n}{1}} = 0.$$  \hspace{1cm} (10.2.10)
Proof. If \( n \equiv 2, 3 \pmod{5} \), then according to the table above, \( P_{n-1}(1) = 0 \), which is precisely the assertion of Entry 10.2.3.
\( \square \)

**Entry 10.2.4 (p. 57).** If \( x \) is a primitive \( n \)th root of unity, with \( n \equiv 1, 4 \pmod{5} \), then
\[
\frac{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-2}}{1}}{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-3}}{1}} = 0. \tag{10.2.11}
\]

**Proof.** From the table above, if \( n \equiv 1, 4 \pmod{5} \), then
\[
\frac{P_{n-3}(1)}{Q_{n-3}(1)} = 1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-3}}{1} = 0. \tag{10.2.12}
\]
The assertion (10.2.11) is equivalent to \( Q_{n-2}(1) = 0 \). Now,
\[
\frac{Q_{n-2}(1)}{P_{n-2}(1)} = \frac{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-2}}{1}}{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-3}}{1}} = \frac{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-3}}{1}}{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-2}}{1}}. \tag{10.2.13}
\]
By (10.2.12), \( P_{n-3}(1) = 0 \), and since the partial numerators of (10.2.12) are identical to those of (10.2.13), it follows that \( Q_{n-2}(1) = 0 \), which is what we sought to prove.
\( \square \)

**Entry 10.2.5 (p. 57).** If \( x \) is a primitive \( n \)th root of unity, then, if \( n \equiv 0 \pmod{5} \),
\[
1 + \frac{x}{1} + \frac{x^2}{1} + \cdots + \frac{x^{n-2}}{1} = 0 \tag{10.2.14}
\]
and
\[
1 + \frac{x}{1} + \frac{x^2}{1} + \cdots + \frac{x^{n-1}}{1} = 0. \tag{10.2.15}
\]

**Proof.** According to the table above, when \( n \equiv 0 \pmod{5} \),
\[
\frac{P_{n-2}(1)}{Q_{n-2}(1)} = 1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-2}}{1} = 0, \tag{10.2.16}
\]
which is the assertion (10.2.14). On the other hand,
\[
\frac{Q_{n-1}(1)}{P_{n-1}(1)} = \frac{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-1}}{1}}{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-2}}{1}} = \frac{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-2}}{1}}{1 + x + \frac{x^2}{1} + \cdots + \frac{x^{n-1}}{1}}. \tag{10.2.17}
\]
Since, by (10.2.16), \( P_{n-2}(1) = 0 \), and since the partial numerators of (10.2.17) are identical to those of (10.2.16), we conclude that \( Q_{n-1}(1) = 0 \), which is equivalent to the claim (10.2.15).
\( \square \)
In the next entry, Ramanujan offers two values for the Rogers-Ramanujan continued fraction $R(q)$.

**Entry 10.2.6 (p. 204).** Let

$$t := R(e^{-\pi \sqrt{2}}) \quad \text{and} \quad t' := R(e^{-2\pi \sqrt{2}}).$$

Then

$$\frac{1}{t} - t = 1 + \xi \sqrt{5} \quad \text{(10.2.18)}$$

and

$$\frac{1}{t'} - t' = 1 + \frac{\sqrt{5}}{\xi} \quad \text{(10.2.19)}$$

where

$$\xi^2 \frac{1 + \xi}{1 - \xi} = \frac{\sqrt{5} - 1}{2}. \quad \text{(10.2.20)}$$

The identity (10.2.19) was proved by K.G. Ramanathan [115].

**Proof.** Recall the definitions of $f(-q)$ and $\eta(\tau)$ in (10.1.4). In both the proofs of (10.2.18) and (10.2.19), we employ the familiar transformation formula for the Dedekind eta function [23, p. 43, Entry 27(iii)]

$$\eta(-1/\tau) = \sqrt{\tau / \eta(\tau)}. \quad \text{(10.2.21)}$$

First, from (10.1.2), with the use of (10.2.21), we find that

$$\frac{1}{t} - 1 = \frac{f(-e^{-\pi \sqrt{2}/5})}{e^{-\pi \sqrt{2}/5} f(e^{-5\pi \sqrt{2}})}$$

$$= \frac{\eta(i \sqrt{2}/10)}{\eta(5i \sqrt{2}/2)}$$

$$= \sqrt{10} \frac{\eta(10i \sqrt{2}/2)}{\sqrt{2} \eta(5i \sqrt{2}/2)}$$

$$= \sqrt{10} \frac{\eta(5i \sqrt{2})}{2^{1/4} \eta(5i \sqrt{2}/2)}$$

$$= \frac{\sqrt{5}}{g_{50}} = : \frac{\sqrt{5}}{g},$$

where $g_{50}$ is Ramanujan’s class invariant [25, p. 183], [116], and where $g = g_{50}$ satisfies the equation [25, p. 201], [135, p. ]

$$\frac{g^3 - g^2}{g + 1} = \frac{\sqrt{5} + 1}{2}. \quad \text{(10.2.22)}$$

If we now take $\xi = 1/g$, we see that (10.2.22) and (10.2.20) are identical. Thus, the proof of (10.2.18) is complete.
Second, using again (10.1.2) and (10.2.21), we find that
\[
\frac{1}{t} - t' - 1 = \frac{f(-e^{-2\pi\sqrt{2}/5})}{e^{-2\pi\sqrt{2}/5} f(e^{-10\pi\sqrt{2}})} = \frac{\eta(i\sqrt{2}/5)}{\eta(5i\sqrt{2})} = \sqrt{5} \frac{\eta(5i\sqrt{2}/2)}{\eta(5i\sqrt{2})} = \sqrt{5} g = \sqrt{5} g_0 = \sqrt{5} g.
\]
Since \( g = 1/\xi \), we have completed the proof of (10.2.19). \( \square \)

Recall from Ramanujan’s second letter to Hardy [118, p. xxviii], [28, p. 57] that if \( \alpha \beta = 1 \), with \( \alpha, \beta > 0 \), then
\[
\left\{ \frac{\sqrt{5} + 1}{2} + R(e^{-2\pi\alpha}) \right\} \left\{ \frac{\sqrt{5} + 1}{2} + R(e^{-2\pi\beta}) \right\} = \frac{5 + \sqrt{5}}{2}. \quad (10.2.23)
\]
If we let \( \alpha = \sqrt{2} \), so that \( \beta = 1/\sqrt{2} \), then (10.2.23) becomes
\[
\left\{ \frac{\sqrt{5} + 1}{2} + R(e^{-2\pi\sqrt{2}}) \right\} \left\{ \frac{\sqrt{5} + 1}{2} + R(e^{-\sqrt{2}\pi}) \right\} = \frac{5 + \sqrt{5}}{2}. \quad (10.2.24)
\]
Thus, given the value of \( t \) (or \( t' \)), we can use (10.2.24) to determine \( t' \) (or \( t \)). However, this observation does not appear to yield an easier proof than the one that we have given.

Further values for the Rogers-Ramanujan continued fraction can be found in [25, Chapter 32] and [84], for example.
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